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Abstract: In a cellular network, direct Device-to-Device (D2D) communica-
tion enhances Quality of Service (QoS) in terms of coverage, throughput and
amount of power consumed. Since the D2D pairs involve cellular resources for
communication, the chances of interference are high. D2D communications
demand minimum interference along with maximum throughput and sum
rate which can be achieved by employing optimal resources and efficient
power allocation procedures. In this research, a hybrid optimization model
called Genetic Algorithm-Adaptive Bat Optimization (GA-ABO) algorithm
is proposed for efficient resource allocation in a cellular network with D2D
communication. Simulation analysis demonstrates that the proposed model
involves reduced interference with maximum sum rate and throughput. The
performance of the proposed model is compared with the existing Ant
Colony Optimization-based resource exchange and GAME (ACO-GAME)
theory models, Trader-assisted Resource EXchange mechanism-Radio Access
Network (TREX-RAN) and De-centralized Radio Access Network (TREX-
DRAN), and greedy CYcle-Complete preferences (CYC) models. The
proposed model offers a maximum sum rate of 83 kB/s, which is much better
than the existing techniques.

Keywords: Device-to-Device communication; Genetic Algorithm (GA);
Adaptive Bat Optimization (ABO) algorithm; resource exchange

1 Introduction

Demand for data-oriented applications increases every day, which increases the data require-
ments. High-definition videos, virtual applications, etc., involve large volumes of data. To meet the
data requirements, cellular service providers have introduced new technologies. However, owing to
several applications and connections, the service providers face issues related to security, link and
interference management, and resource allocation. The main advantage of 5G is its support for D2D
communication that aids in managing traffic offloading [1,2]. Communication between devices does
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not involve a Base Station (BS). This D2D communication will be helpful even during a disaster. The
network that supports D2D communication is categorized into in-band and out-band networks. The
categorization is performed based on the dedicated frequency band. In case the communication is
underlaid or overlaid, it is an in-band D2D. If communication involves an unlicensed frequency band,
it is an out-band D2D network. Out-band involves zero interference and offers high capacity but lags
in performance due to different types of interfaces. A simple illustration of the D2D and cellular links
is depicted in Fig. 1.

Figure 1: Illustration of D2D and cellular link

The significant aspects which impact the D2D performance are broadly analyzed for identifying
the research objective. Network architecture, standardization procedures, methods of identifying and
selecting neighbors, resource allocation with power control, network spectral efficiency, coverage
probability, relaying and security are taken into consideration (Fig. 2).

Factors considered to
analyze D2D Network 

Network architecture and
standardization

Neighbor discovery and selection Resource allocation and power
control 

Spectral efficiency and coverage
probability 

Relaying Security 

Figure 2: Major factors in D2D network

Different modes of communication of D2D are considered. To support mmWave D2D proximity
services, the architecture is modified to manage operations like discovering, establishing and main-
taining links. Based on Long-Term Evolution (LTE) internetworking, the mmWave D2D networks
cover a wide range of transmissions. Another important aspect of this network is identifying neighbors
and choosing the most appropriate one for communication. This crucial process initially discovers all
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the neighbors and selects one based on the best link. Network-centric and device-centric schemes
are popular approaches followed in D2D for neighbor discovery. In the case of network-centric
approaches, the network is responsible for identifying the neighbor devices. In the case of device-
centric neighbor discovery, the devices are accountable. In a denser environment, network-centric
schemes perform better than device-centric ones. To reduce communication overhead as well as power
consumption, neighbors should be rapidly discovered.

Once neighboring devices are discovered, and the best one is chosen for communication, resources
are allocated and power control is effectively done. Since users in a D2D network use the same
resources as cellular users, there are high chances for interference. Interference causes energy degrada-
tion and affects system efficiency. Hence, appropriate interference management schemes are required.
Interference in D2D may be based on network and frequency. When it is based on frequency, it is
subdivided into uplink and downlink interferences. In the case of network-based interference, it is
divided into homogeneous interference and heterogeneous interference. Cancellation, avoidance and
coordination are the major interference management factors. Interference is evaded by preventing
cellular users from transmitting data in the D2D user range. In case of interference co-ordination,
D2D and cellular user requirements are analyzed, and optimal resources are allocated without any
interference. To support interference cancellation, successive and full duplex-based methods can be
implemented. Only in-band D2D networks demand interference management schemes.

Traffic reduction at the BS and improved spectral efficiency with increased coverage probability
are the other features of D2D. Poisson cluster process, stochastic geometry and probability theory are
widely utilized to analyze the spectral efficiency and coverage probability [3]. Coverage probability in
a D2D network is improved using D2D relays, which deliver connections to out-of-range users and
establish routes over blockages in the network. Relaying schemes like decode and forward, amplify
and forward, and demodulate and forward are used in D2D transmissions. To choose optimal relays,
fuzzy logic and optimization algorithms are employed [4]. Finally, security is the primary factor that
enables other factors to be reliable and effective. As the overall process involves direct communication
among users, data transmission is reliable if appropriate resource allocation methods are employed
[5,6,7]. So, resource allocation is the primary factor to be considered before establishing D2D links.
It is essential to ensure resource availability and utilization during communication. So in this research
work, a hybrid optimization algorithm is presented for optimal resource allocation. The contributions
are presented to emphasize the significant works carried out in this research.

• A hybrid optimization algorithm for resource allocation in LTE-based D2D communication
using the Genetic Algorithm-Adaptive Bat Optimization (GA-ABO) algorithm is proposed.

• A simulation analysis of the proposed hybrid optimization model is presented with a detailed
discussion.

• A detailed analysis of the proposed and traditional resource allocation models is presented, and
a comparative analysis is carried out to validate the better performances.

The remaining sections are organized as follows. A literature survey is presented in Section 2
which discusses the features of existing research works in D2D. The proposed hybrid optimization
model is presented in Section 3. Section 4 presents the simulation analysis and results, whereas Section
5 summarizes the research work.
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2 Related Works

An extensive survey of existing D2D approaches is performed based on methodology and features.
The primary aim of D2D communication is to reutilize the resources in cellular communication. It
helps in improving spectrum management and avoids delay while servicing users. Resource allocation
procedure in D2D is the foremost challenge regarding throughput and interference. The D2D resource
allocation model presented in [8] throws light on game-theoretic and other mathematical models
designed for resource allocation. A similar game theory-based content-sharing model that improves
overall performance is presented in [9]. The presented approach ensures the scheme’s robustness,
enabling it to obtain better decisions, offering improved QoS. The Gale-Shapley resource allocation
algorithm is presented and evaluated in terms of optimality, convergence, complexity and stability.
The presented approach improves overall efficiency and minimizes losses compared to traditional
approaches.

The dynamic resource block sharing model presented in [10] highlights the interference mitigation
challenges in D2D communication. As resource allocation is crucial while connecting multiple BSs,
a game theory-based dynamic resource blocking model that maximizes resource utilization and
allocates optimal resource block to the user with improved throughput is essential. The radio resource
allocation technique presented in [11] allocates resource blocks based on sector or region to each D2D
user. The adaptive allocation procedure calculates the resource requirements of each application and
allocates resources based on the priority factor. Reduced complexity and improved performance are
the observed features of the presented model. Though the game theory is widely adopted in resource
sharing in D2D communication, it is essential to maintain QoS by improving the sum rate. The
resources are to be appropriately reused without any collisions or overlap. A cooperative game theory
presented in [12] efficiently manages overlapping and improves the sum rate and system utility. The
presented approach improves communication by stabilizing the links and reducing the resource overlap
in contrast to traditional systems.

The channel allocation problem in D2D communication reported in [13] focuses on improving the
network utility by splitting the allocation process into channel sharing and selection. The presented
game theory-based approach incorporates a coalition scheme and interference graph to solve the
issues. The presented approach reduces computation complexity and attains high throughput in
contrast to the existing state-of-art techniques. The multi-agent hierarchical learning algorithm
presented in [14] allocates resources based on Stackelberg’s game theory. By considering the social
and physical factors, the non-overlapping contents are chosen, and diverse QoS requirements are
satisfied. The method improves network throughput and increases the content hit rate in contrast
to other methods.

The D2D model presented in [15] introduces a new sharing paradigm that allows the user
equipment to share resources without cellular user equipment. The presented pure D2D model
supports IoT applications and improves the quality of links in the network. Ensuring signal quality and
efficient resource sharing are the predominant features of the presented approach. Resource-sharing
in [16] incorporates Lagrangian Dual Optimization that improves the performance of IoT networks.
Channel selection technique is included in the resource-sharing procedure that allows multiple users
to share channels between D2D users. The dual optimization model defines the D2D user’s optimal
power and balances the sum rate and transmission power. Thus, the presented approach improves
resource utilization and overall QoS of communication.

The joint optimization model presented in [17] improves channel assignment and offers security to
cellular users. By analyzing the downlink resource allocation issues along with single and multi-channel
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D2D communications, it is seen that the presented joint optimization model performs better than other
optimization approaches. The D2D model presented in [18] offers better interference management by
using graph theory and coloring procedure. The challenges in interference management are overcome
by investigating power allocation and performing resource block assignment by using graph theory.
Graph coloring is employed for resource sharing to reduce computational complexity and address joint
optimization problems. The optimal power and resource allocation analysis reported in [19] discusses
the interference issues seen in underlying D2D communication. Instead of a single resource block
assignment, the sum rate is improved by assigning multiple resource blocks from different cellular
users, which reduces the power factors.

Full-duplex D2D resource allocation scheme presented in [20] employs the Khun-Munkers algo-
rithm and a poly block-based algorithm for dealing with power allocation and channel assignment.
Link interference and channel assignment flexibilities are expressed as non-convex optimization
problems. A poly block-based algorithm resolves power allocation problems, and channel assignment
issues are resolved using the Khun–Munkers algorithm. Initially, the presented approach assigns
channel, allocates power to enhance QoS, and reduces interference seen among D2D links.

Admission control and resource allocation procedures for D2D communication are presented
in [21]. Optimal solution is obtained using a greedy algorithm [22]. The best set of D2D links is
determined in the admission control procedure to enhance QoS, and the resource allocation procedure
supports D2D and cellular communication to maintain long-term QoS. The presented algorithm
decouples power and channel allocation and minimizes energy consumption in contrast to the existing
techniques. A cooperative relaying procedure for supporting D2D communication is presented in [23].
It employs a branch and cut algorithm to perform optimized linear resource allocation. A distributed
greedy algorithm is presented to handle large-scale networks and obtain optimal solutions in D2D
resource management.

The spectrum efficiency and capacity of 5G mobile networks are improved using D2D links.
However, mm-wave resource allocation and interference management are complex processes. To
overcome this, a heuristic algorithm that considers dynamic propagation conditions and provides
optimal solutions to improve spectrum efficiency is presented in [24]. The presented approach improves
the overall performance and reduces the computation complexity through its optimal solution. A
joint resource allocation procedure reported in [25] utilizes the orthogonality of D2D links and
transmission model uniqueness to obtain a 3-dimensional power model channel for supporting
D2D communication. The presented approach introduces a cooperative mode that supports efficient
resource allocation, and a sub-optimal scheme that reduces the time complexity in contrast to the
existing methodologies.

To enhance the sum rate, a weighted bipartite matching algorithm is proposed in [26]. It
classifies resource sharing into three types: one-to-one, one-to-many and many-to-many. The presented
approach allocates optimal resources to users based on their requirements which avoids interference
and improves system capacity offering improved throughput in contrast to other algorithms.

From the literature review carried out, it is observed that interference management and resource
sharing are the main goals to be addressed and are solved by using game theory. The optimization
problems are solved using statistical and probability models, and nature-inspired optimization algo-
rithms are not employed in any of the research. By considering this, a hybrid optimization algorithm
is presented in this paper to improve the sum rate and throughput in D2D communication.
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3 Proposed Work

This section presents the proposed hybrid optimization for efficient resource allocation in a
cellular network supporting D2D communication. A hybrid optimization model called Genetic
Algorithm-Adaptive Bat Optimization (GA-ABO) algorithm is proposed to enhance the performance
of D2D communication. In the proposed optimization algorithm, the system model is initially defined
followed by detailed steps for resource allocation. Consider a single-cell dynamic system for analysis
that has BS at the center. Users in the cell (l) is expressed as a set L = {1, 2, . . . , l}. D2D pairs
are denoted as ‘k’, and expressed as K = {1, 2, . . . , k}. The D2D pair in the system is equipped
with a transmitter and receiver. The cellular user position and D2D pairs are updated in every
time slot to indicate their dynamic characteristics. The links to the cellular users are provided as an
orthogonal uplink resource, and D2D users utilize the resource not more than once per link. Similarly,
cellular links can be assigned to a D2D link. Fig. 3 depicts the complete system model used in the
proposed work.

Figure 3: System model

As resources are reused, interference management in D2D communication is considered as a
significant factor which introduces interference between cellular and D2D pairs. If a D2D pair utilizes
the cellular user resource, then the Signal to Interference and Noise Ratio (SINR) for cellular and
D2D pairs is expressed as shown in Eqs. (1) and (2), respectively.

SINRC

i,j,t = pC
i,j,thi,B,t

σ 2 + pD
i,j,thj,B,t

(1)

SINRD

i,j,t = pD
i,j,thj,t

σ2 + pC
i,j,thi,j,t

(2)

where ‘j’ represents the D2D pair which utilizes the cellular user resource ‘i’, and ‘t’ represents the
time slot. The transmission powers of cellular user are represented as ‘pC

i,j,t’ and D2D transmitter
transmission power is represented as ‘pD

i,j,t’. The channel gain between the cellular user and the BS is
represented as ‘hi,B,t’, which indicates the interfering channel gain from the D2D transmitter to the BS.
The noise power is represented as ‘σ 2’. The data rate of the cellular link and D2D link is expressed as,

rC

i,j,t = log2

(
1 + SINRC

i,j,t

)
(3)

rD

i,j,t = log2

(
1 + SINRD

i,j,t

)
(4)
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The data rate for cellular users when there is no interference in the D2D links is obtained based
on the maximum power.

rC

i,t = log2

(
1 + P

C

maxhi,B,t

σ 2

)
(5)

where, the maximum transmit power is represented as ‘PC

max’. The sum rate at the receiver end is
formulated for all used subcarriers.

ϕj =
∑

r∈R
wr log2

(
1 + P

C

maxhi,B,t

σ 2 + pC
i,j,thi,j,t + pC

i,j,thi,B,t

)
(6)

Throughput maximization and sum rate enhancement are the objectives with minimum QoS target
for cellular users.

max min
∑

r∈R
wr log2

(
1 + P

C

maxhi,B,t

σ 2 + pC
i,j,thi,j,t + pC

i,j,thi,B,t

)
(7)

GA and ABO algorithms are incorporated in the proposed work for efficient resource allocation.
GA is an iterative optimization procedure that is derived based on biological metaphors to obtain a
new solution in the search space. It encodes the solution, which is similar to a data structure. A set of
random solutions are initialized. By using a fitness function, the performance of every individual is
evaluated. In every iteration, better solutions are chosen for the next generation, and new solutions are
obtained by combining the parents by crossover or modifying the solutions through mutation. These
solutions replace weaker solutions so that progressive development toward a better solution is possible.
The main advantage of GA is the elimination of weaker candidates and the improvement of optimal
solutions. In the conventional GA, the length of the chromosomes is fixed based on the number of D2D
transmitters. But in the case of proposed approach, every chromosome handles a dynamic subcarrier.
The collection of chromosomes is termed as individuals, and the chromosomes denote subcarriers. An
orthogonal resource allocation procedure is employed for cellular users, wherein the number of users
and subcarriers are equal.

Evaluation of fitness function in GA is essential as it defines how close the obtained solution is
to the optimal solution. The fitness value minimizes the data rate for the D2D transmitter. The fitness
function is formulated as follows

if (rm ≥ τm) then f (x) = max min ϕj (8)

Else f (x) = 0

where ‘τm’ represents the pre-defined threshold. In every iteration, the individual characteristics are
estimated using the fitness function, and the bests are selected for the next generation. Various schemes
are employed in GA for determining the best solution. Random selection identifies the best individuals
for the next generation, truncation-based selection selects the individuals based on fitness function,
and route wheel selection selects the individuals based on a probability function. In the proposed
work, the truncation-based selection is employed, which selects the best solution based on the fitness
function. Crossover and mutation operators are used in GA to produce the next generation. The
crossover operator modifies the distribution scheme and produces the next generation without altering
the fitness function, whereas in the case of the mutation operator, random mutation is performed by
altering the genes. Binary mutation modifies every bit in the chromosome to obtain a new generation.



2270 CSSE, 2023, vol.46, no.2

ABO algorithm is used in enhancing the genetic model’s optimal solution. The ABO model
optimizes ‘rC

i,j,t’, ‘rD
i,j,t’ and ‘ϕj’. BO is a nature-inspired optimization procedure that is derived using

bats’ echolocation behaviors. The network parameters of BO are represented as a matrix function,
and the optimal solution for every instance is updated. Each bat has a different velocity function (vk

j ),
and their location is represented as ‘xk

j ’. For each iteration, the frequency ‘f k
j ’ and loudness ‘Ak

j ’ are
used to maximize the D2D pairs sum rate. Based on the nearest solution, loudness and frequency are
modified. The optimal solution is controlled by position, so that each bat updates the location based
on the global optimal location (besti) and random location (Rnd) for each iteration. The bat’s position
is mathematically formulated based on the global and random locations and is expressed as follows.

xk
i+1 = wi × xk

i + f1i ×
(
Rnd − xk

i

) + f2i ×
(
xbesti − xk

i

)
(9)

Rnd = 2 × rnd × xk
j (10)

f1i = 1 − e−|f i−besti| (11)

f2i = 1 − f1i (12)

where, random numbers are n the range [0,1], and inertia weight is represented as ‘wi’. The updated
frequency functions are represented as ‘f1i’ and ‘f2i’. The average position of all bats is represented as
‘f i’. The convergence function of the optimization model is formulated as,

wj = wmin + (wmax − wmin) × rnd + σ ×
(

1
2

× rndn + 1
2

× prand
)

(13)

where, normal and Poisson distributed random functions are represented as ‘rndn’ and ‘prand’. The
maximum and minimum inertia weights are represented as ‘wmax’ and ‘wmin’, respectively. From the
current solution, the new solution is obtained using the random walk.

xnew = xbestj + εAj (14)

where, ‘ε’ is a random number whose range is [−1,1]. The average loudness of bats is represented as
‘Aj’ which is given as ‘Ak

j ’. The loudness and emission pulse of bats are updated as follows to obtain
the optimum solution, which minimizes the interference and maximizes throughput and sum rate.

Ak
j ← αAk

j−1 (15)

rk
j ← rk

0(1 − e−ϕj) (16)

where, ‘α’ is constant, and at the end of iterations, the optimal solution is obtained based on the best
position. The pseudocode for the proposed hybrid optimization algorithm is presented as follows.

Algorithm 1: Pseudocode for hybrid GA-ABO algorithm for resource allocation in D2D
communication
Generate random population
For (i = 1 to population size) do

Obtain the fitness value of each individual
Select parent individual for next generation
Apply crossover to obtain new children
Apply mutation operations
Calculate the fitness function of each child

(Continued)
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Algorithm 1: Continued
Select the best for next generation
For (i = 1 to number of bats) do

For (each bat i) do
Calculate the global and random locations using xk

i+1 and Rnd

Obtain the convergence function wj

Update the position of bats Ak
j = αAk

j−1

Calculate the new solution xnew

End for
End for

End

4 Results and Discussion

Hybrid optimization algorithm for D2D network resource allocation is evaluated through simula-
tion analysis performed using Network simulator NS-3. Table 1 shows the simulation parameters used
in the proposed model experimentation. For better validation, existing algorithms like ACO-GAME,
T-REX-RAN, T-REX-DRAN and greedy CYC are considered for comparative analysis.

Table 1: Simulation parameters

Parameter Value

Number of cellular users 40
Number of D2D pairs 40
Channel bandwidth 10 Mhz
Network size 1000 m × 1000 m
Maximum transmission powers 23 dBm
Base station coverage range 500 m
D2D transmitter’s coverage range 10–50 m
Mutation rate 0.04
Population size 50
Crossover rate 0.3
Total iterations 500
Noise power density −110 dBm/Hz

Fig. 4 depicts the network topology of the proposed model. The size of the network is taken as
1000 m × 1000 m, while the channel bandwidth is considered to be 10 MHz. The minimum bandwidth
for 5G standard is taken as 5 Mhz, whereas the optimum is 40 MHz. Owing to simulation constraints,
the bandwidth is chosen as 10 MHz. The termination criteria for proposed and existing models
are selected for 500 iterations, and algorithms are allowed to execute for 40 independent runs. The
interference level is measured, and an average value is considered for comparative analysis based on
D2D pairs.
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Figure 4: Network topology with cellular users and D2D pairs

Fig. 5 shows the average interference vs. D2D pairs in the cell. It is observed that the proposed
hybrid optimization algorithm offers better performance in contrast to other models. The algorithm
offers optimal solution, and enhances network performance by minimizing the average interference
level in contrast to other methods.

Figure 5: Analysis of average interference

Similarly, the average interference is analyzed based on the total number of resource blocks. The
total Resource Block Groups (RBGs) are dynamically varied, and the interference of D2D pairs
is measured (Fig. 6). From the results, it is observed that the proposed hybrid optimization model
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exhibits minimum interference as resource blocks are gradually increased. Initially, interference is
increased owing to reuse of limited resource blocks. But, when number of resource blocks increases,
the interference reduces. The proposed resource allocation procedure ensures that interference is
maintained at a proper level without interfering with cellular user services. TREX-RAN, TREX-
DRAN and TREX-CYC do not offer better performance due to improper resource allocation
procedures.

Figure 6: Average interference per resource block groups

In addition to average interference, the sum rate of the proposed model and existing models
are compared and analyzed based on the total number of users and D2D pairs. Fig. 7 depicts the
comparative analysis of the sum rate against the total number of users. The sum rates of TREX models
do not converge in a better way. So for experimental analysis, ACO-GAME based resource exchange
and conventional ACO-GAME models are considered for analysis. It is observed that the proposed
hybrid optimization model exhibits a maximum sum rate throughout the process. Gradually, the user
count is increased, and the performance is measured. It is evident from Fig. 7 that the maximum sum
rate attained by the proposed model is 83 kB/s which is 5% greater than the ACO-GAME model and
14% greater than the conventional ACO model.

Similarly, the sum rate for the proposed model and existing models are compared and analyzed for
D2D pairs. Fig. 8 depicts the comparative analysis of the sum rate concerning D2D pairs. The pairs
are gradually increased, and the performance is measured. It is observed that the proposed model
exhibits a maximum sum rate in contrast to ACO-based models. The improved performance is due to
the optimal selection of resources and power, which improves the resource exchange and overall QoS
of D2D communication.

From the simulation analysis, it is evident that the hybrid optimization algorithm offers improved
resource allocation. The results demonstrate better performance of the proposed model in terms of
maximum sum rate and minimum interference. The model can be used in real-time LTE applications.
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Figure 7: Sum rate per total number of users

Figure 8: Sum rate per D2D pairs

5 Conclusions

A hybrid optimization model D2D communication is presented in this research work using the
Genetic Algorithm-Adaptive Bat Optimization (GA-ABO) algorithm. Resource exchange mechanism
plays a dominant role in ensuring the consistency of D2D pairs in D2D communication, as cellular
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user’s resources are used for direct communication. The existing approaches presented for D2D
communication focus on resource allocation through a simple statistical process. However, the per-
formance is improved by incorporating optimization algorithms into the resource allocation process.
Based on this, the proposed hybrid optimization algorithm improves the sum rate and throughput,
and minimizes the interference level. The results obtained through simulation analysis of the proposed
model are compared with existing models based on average interference, throughput and sum rate. For
a maximum sum rate of 94 kB/s, the proposed model exhibits better performance than the existing
approaches. Further, it is planned to extend this research by incorporating deep learning techniques
for better performance.
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Abstract
Nowadays, the resolution of image sensors in digital cameras is increased byminimizing the size
of pixel sensors. As the size is reduced, the pixel sensor receives low light energy and becomes
sensitive to thermal noise. TheColor Filter Array (CFA) has a significant effect with the presence
of noise, and the missing data is required to be reconstructed from the noisy data. This paper
proposed a deep convolutional neural network with Honey Badger Algorithm (DCNN-HBA)
for Bayer image de-noising. The deep CNN model is easily adopted and flexible for any CFA
designwith spatially varying color and exposures.After de-noising, attention-based deep residual
learning (A-DRL) is applied to de-mosaicking the noise-free Bayer image. The channel attention
is involved inwhich the network considersmore relevant information and features. The proposed
algorithm improves the quality of the image after reconstruction. The performance of the
proposed work is evaluated with the performance metrics such as Peak Signal to Noise Ratio
(PSNR), Color Peak Signal to Noise Ratio (CPSNR), Structural Similarity (SSIM), and Mean
Structural Similarity (MSSIM) and comparedwith the traditional de-mosaicking approaches. By
using our proposed work, the performance of PSNR, SSIM, CPSNR and MSSIM is improved
by 43.23 dB, 0.997, 43.30 dB and 0.9975, respectively.
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1 Introduction

The key stages in the Digital Imaging (DI) pipeline are de-mosaicking and de-noising,
representing three different color values for each pixel from a specific noise estimation [7,
20]. Nowadays, digital cameras have received huge attention because most people prefer to
take photographs with digital cameras rather than film cameras. Once the digital image or
photograph is recorded, considerable processing is needed to deliver a viewable or suitable
image to the user [16]. Some image processing procedures involved are compression, white
balance adjustment, sensor non-uniformities and non-linearities, etc. However, the most
significant segment of this image processing chain is called demosaicking or CFA Interpola-
tion [11].

Demosaicking is a procedure for evaluating the missing color values for every pixel in an
original image. Demosaicking effectively reconstructs the high-quality, full-resolution color
images recorded using the digital camera [29, 30]. In general, the computer color image
requires three color samples, namely R (red), G (green), and B (blue), at each pixel location.
Since the 3-chip color camera is expensive, most cameras use a single sensor covered with
CFA. However, most digital cameras utilize single or monochromatic imaging sensors to
minimize costs. CFA permits single color to be calculated at each pixel, and the most popular
Bayer CFA extracts more green information than red or blue information. It is necessary to
perform de-noising because the demosaicking process is complicated due to noise. The
filtering based approaches are commonly used to suppress the noise present in the image
[19]. Some artifacts caused by demosaicking are moire, zippering around edges, and
checkboard patterns.

Demosaicking aims to transform a sequence of light intensity interpretations into color
images, whereas de-noising intends to minimize the noise generated from the sensor [14, 15,
23, 26]. Some of the noisy sources of sensor data are photon shot noise, electronic noise
(readout, variance in amplifier gains and thermal noise etc.). Modern imaging systems often
follow the Pre-processing step to eradicate the most severe sensor defects such as pixel gains,
variations in column and dead pixels, etc. De-noising is performed after demosaicking because
once the image is demosaicked, the noise’s statistical properties can be changed dramatically
[8, 18]. Recently, Deep learning (DL) has gained huge success, mainly in the fields of image
processing and computer vision (CV) [1, 2, 6]. Many DL-based demosaicking methods have
been used recently, focusing on accuracy with negligible computation cost. Optimization
approaches are included to improve the performance of deep learning-based approaches [21].

However, the DL-based techniques minimize the model parameters and effectively extract
the features of the mosaic image. Moreover, the de-noising process aims to enhance the
demosaicked image quality, which can be well-suited for modern computing applications.

In our work, A-DRL is used in the proposed demosaicking, which solves the problem of
recovering missing information. In addition, color and other light properties, such as polari-
zation and exposures present in the CFA, are resolved. DCNN-HBA de-noising is applied
without degrading high frequency contents such as texture or image details. The proposed de-
noising and demosaicking work use a deep learning network with the activation function of
ReLU, which resolves the problem of gradient exploding or vanishing. The contribution of the
proposed work is described as follows.
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& In this paper, DCNN is proposed in which mapping from noisy HIS to the de-noised one is
learned directly. In addition, the hyperparameters are optimized with the HBA algorithm,
which reduces the network loss.

& After de-noising, A-DRL is applied for generating demosaicked images. The spatial,
spectral information is jointly utilized, and the multi-scale features are fused with the
adoptation of the convolutional layer with varying size reception fields.

& A residual learning network uses shortcut connections to extract the multilevel information
for efficient noise removal. It regulates the flow of information from feature representation
to the final output of residual for minimizing feature vanishes issues and degradation.

& The channel attention technique focuses on more discriminative features or information.
The capacity of discriminative learning is improved, making us aware of relevant infor-
mation and features.

The outline of the paper is as follows. Section 2 denotes the related work of demosaicking. The
proposed methodology is described in section 3. Experimental results and discussion is
presented in section 4. Section 5 discusses significant aspects of our work and concludes.

A list of symbols used is given in Table 1.

2 Related works

The works related to the proposed demosaicking are described as follows.
Wang et al. [27] presented the high-quality compact image demosaicking based on Neural

Network (NN) for edge-computing device applications. Here, the UNet++ algorithm was
modelled for obtaining a compact demosaicking structure. The Gaussian smoothing (GS)
layers were adopted instead of down-sampling operations. The densely connected (DC) blocks
were used to extract the features of the mosaic image by considering the correlation among the
feature maps. Each block adopts separable depth-wise convolutions to minimize the number of
model parameters. The receptive fields were expanded using the Gaussian smoothing (GS)
layer without eliminating the image information and downsampling image size. The running
speed of the network was improved by 42%. The accuracy of the demosaicked images was
83.53%, with mean Average Precision (mAP) (75.44%). The limitation identified was that the
image features were difficult to analyze multiple scale images features.

Kokkinos and Stamatios et al. [13] developed the procedure of deep image demosaicking
using cascaded Convolutional Residual De-noising (CRD) networks. The DL based CRD
system has obtained images of high quality for de-noising and demosaicking issues. The
model performed well when the network was trained with smaller datasets and generated
superior outcomes compared to the baseline architectures. The demosaic scenario was evalu-
ated using the datasets such as VDP, Kodak, McMaster and Moire. Extensive experiments
have proven that the CRD network has outperformed existing noise-free and noisy data
methods. The de-noising process was completed with the Residual Denoising Network
(ResDNet), and demosaicking was done with the Majorization-Minimization (MM) frame-
work. The major drawbacks were the occurrence of image restoration problems.

Syu et al. [22] introduced the demosaicking process with DNN. Here, dual CNN models
were developed to learn the mapping among mosaic and original images representing whole
information. Here, the Bayer CFA was utilized for demosaicking with CNN. The
Demosaicking CNN (DMCNN) was used to explore features automatically and has optimized
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Table 1 List of Symbols
Symbols Explanation

Mi, j Mosaic image
Ig Green channel
Ir Red channel
Ib Blue channel
y Output vector
z signal
n filter
g Number of elements
k Representation of each feature
N Total number of feature
f(.) Nonlinear activation function
Wk Convolutional filter
p, q Representation of element
Zki; j Output of pooling layer
xkp;q Input elements for pooling operation
Ri, j Pooling elements
σ Softmax function
a! Input vector
e(.) Exponential function
M Number of classes
Ai Initial value of HBA
VCi Upper bound values
MCi Lower bound values
s Search space boundary
D Constant value
U Total number of iterations
t Current iteration
β Density factor
Anew Updated value of HBA
Ai, Ab Optimal solution of HBA
γ Constant number, down sampling ratio
G Parameter
r3, r4, r5 and r6 Random number
yb prey
J Smell intensity
T
di distance
Hi Input feature map
Hi−1 Output feature map
Yi Residual component
XCA Learned calibration of weight
Yi Residual component
δ ReLU function
X1, X2, X3, X4 Weight set
GAP Global average pooling
l(Θ) Loss function
Θ1, Θ2 First and second stage parameter
G channel
μ Gaussian noise
Iμ Corrupted image
Iμ De-noised mosaic image
R Maximum fluctuation
MSE Mean square error
H Height of the image
W Width of the image
‖. ‖ Norm vector
I() RGB color value for pixel
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the data-driven pattern. The end-to-end learning was exploited using Very Deep DMCNN
(DMCNN-VD) for processing demosaicking. The pattern layer was introduced and embedded
into the demosaicking model for the CFA pattern joint optimization. The dual CNN models
effectively and flexibly accomplished joint demosaicking and de-noising. The performance
was evaluated on diverse patterns with PSNR on three color models. With the Kodak dataset
and Bayer pattern, the DMCNN-VD approach obtained higher values as R (43.28), G (46.10),
and B (41.99). It is difficult to deal with high dynamic range (DR) due to varied ranges,
affecting the training process.

Kim et al. [12] developed the inter-channel weighted Nonlocal Means Least Square
(NLMLS) approach for noisy Bayer CFA de-noising. The noisy CFA patterns were de-
noised with the polynomial model’s 2D (2 dimensional) approximation. The conventional
2D approximation can be affected by the edge discontinuities. Evaluating NLM weights
reconstructs the pixel value with updated weights in order to find improved 2D filters. The
integration of inter-channel information with polynomial approximation was used to identify
the noisy image’s NL weights. The dataset used for experiments was McMaster. The noise
levels varied with σ = 7.65 obtained higher SSIM (0.9886) and σ = 12.75 acquired a higher
value as 0.9868. The drawback was that the proposed approach was only texted with Bayer
patterns, causing complexities when tested with other CFA patterns.

Guo et al. [5] developed the Green channel based joint De-noising and Demosaicking for
processing with burst real-world images. The green channel has a higher priority than the other
two due to its better quality and double the sampling rate. With the Green Channel Prior
Network (GCP-Net), the features were extracted, which can be further used to guide both the
feature upsampling and extraction of the entire image. The offset was measured from GCP to
minimize noise’s effect and balance the shift among the frames. The experimentation was
conducted on real work as well as synthetic datasets. The drawbacks of the GCP-Net were
higher visual artifacts were generated, and difficult to eliminate the image noise.

In the existing work of de-noising, deep learning, NN, Residual Network (Resnet), NLMLS
and GCP-Net are used for demosaicking the original input image. The multi-scale image
features are difficult to analyze in dense block based feature extraction. CRD based de-noising
uses majorization and minimization approaches, and it has the issue of image restoration
occurrences. The dual CNN model has an optimized data-driven pattern which has the issue of
dynamic range variations. The interchannel NLMLS are affected by edge discontinuities of the
CFA pattern. Green channel based joint DD has better quality and double sampling rate. The
image noises are difficult to reduce due to the effect of visual artifacts. The existing approaches
are not feasible for producing more relevant parts of spectral information. In the proposed
work, more discriminative spatial information is obtained for efficient demosaicking in which
both multi-scale spatial and spectral feature information is extracted. The information flow is
regulated with skipped connection to resolve vanish gradient or degradation issues. In addition
to that, the learning process is controlled with optimal hyperparameters with the HBO
algorithm.

3 Proposed methodology for de-noising and DEMOSAICKING

The image data contains various spectral and spatial information used in many applications.
These images are noisy and need to be reconstructed for better processing. In this work, the
Bayer image is considered for de-noising and demosaicking. The DCNN with HBA
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optimization algorithm is used for de-noising the Bayer images, which are demosaicked with
A-DRL. Initially, the Bayer image formation is described for our proposed approach. There are
several images required to be trained in the proposed model. In order to develop the proposed
system model, it is impossible to get the image directly from the camera and train the model.
These images are obtained by downsampling the RGB images.

The overall architecture of proposed de-noising and demosaicking is shown in Fig. 1.
Initially, the input from the Kodak dataset is given as input, and the input images are de-noised
with DCNN and HBA optimization. The hyperparameter optimization can be accomplished
with the HBA algorithm. After de-noising, the de-noised images are demosaicked with A-DRL
to obtain the final output.

The mosaic images are obtained using the green, red and blue channels and are described as
follows.

Mi; j ¼
Ig imod2ð Þ ¼ 0and jmod2ð Þ ¼ 0
Ig imod2ð Þ ¼ 1and jmod2ð Þ ¼ 1
I r imod2ð Þ ¼ 0and jmod2ð Þ ¼ 1
Ib imod2ð Þ ¼ 1and jmod2ð Þ ¼ 0

8>><
>>:

ð1Þ

From the sequence of GRGB, the mosaic image M with the Bayer pattern is obtained.

a. De-noising with DCNN-HBA

The hardware or sensor introduces noises in real mosaic images during capturing. For de-
noising, the Bayer images DCNN-HBA are used to obtain accurate noise estimation for noise
removal. The performance of de-noising can be enhanced with several convolutional layers,
batch normalization and a ReLU. In order to deal with real Bayer images, the discriminative
learning technique with HBA optimization is used. The computational cost of de-noising is
reduced with the spatial activation function. The DCNN is trained on images corrupted by
known Gaussian noise. The residual of the image is produced by convoluting the images with
deep CNN. The residual is compared with the added noise to compute during the learning
procedure. The noise obtained from the trained network is subtracted from the noisy image,
producing a noise-free image. The DCNN is used to de-noise the mosaic image as it does not
affect the originality of the mosaic image. DCNN is trained to greyscale mosaic images, giving
better results than normal greyscale images. The proposed DCNN architecture is shown in
Fig. 2.

The proposed de-noising architecture consists of input, convolutional, pooling, and fully
connected and output layers. Each convolution layer used is convolved based on the kernel
size. In order to represent the feature maps, the pooling operation is applied after each
convolution. The rectified linear unit is used as an activation function. The fully connected

Denoising

(DCNN with HBA

optimization)

Demosaicking

(A-DRL)

Input image
Denoised

demosaicked image

Fig. 1 The overall process flow for the proposed de-noising and demosaicking
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layer has more output neurons than the final layer. The convolution operation is involved in the
following equation.

yn ¼ ∑
N−1

k¼0
zkgn−k ð2Þ

Where, z represents the signal, n represents the filter and g represents the number of elements.
The output vector used is represented as y. The convolutional layer act as a feature extractor as it
learns the representation of features from the input images. The neurons of each convolutional
layer are arranged into feature maps. In the feature map, each neuron of the receptive field is
connected to the adjacent neurons of the previous layer with trainable weights. The convolved
results are passed through the nonlinear activation function to compute the new feature maps. In
the feature map, all neurons have the same weight within the same convolutional layer. The
features are extracted from each location, and the kth feature map zk can be computed as

zk ¼ f Wk*yð Þ ð3Þ
Where, Wk represents the convolutional filter of kth feature map and y represents the input
image. The multiplication sign denotes the 2D convolutional operation utilized to compute the
inner product at each layer of the input image. f(.) denotes the nonlinear activation function.

In the feature map, the spatial resolution is reduced with the pooling layer, and spatial
invariance is attained. The maximum value is propagated with the pooling layer within the
receptive field. In each receptive field, the largest element is chosen by the pooling as
represented as

Zki; j ¼ max
p;qð Þ∈Ri; j

xkp;q ð4Þ

Where, (p, q) represents the location, Zki; j represents the kth feature map output based on the

pooling operation, xkp;q represents the elements and Ri, j represents the pooling elements. In the

fully connected layer, the softmax activation function is used. The softmax function is
represented as follows.

σ a!� �
i ¼

exi

∑
M

j¼1
ex j

ð5Þ

Input
Convolutional

Pooling

Fully 

connected 

layer

Output

...

Fig. 2 The Deep CNN Architecture for proposed de-noising
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Where, σ represents the softmax, a! denotes the input vector, exi represents the exponential
function for the input vector, M denotes the number of classes in the multi-class classifier, ex j

represents the exponential function for the output vector.
In order to accelerate the training process, batch normalization is added to the hidden layer.

The network loss is minimized with HBA optimization.

i) HBA based parameter optimization for Deep CNN

The hyper-parameters used in the DCNN are optimized with the HBA global optimization
based on the honey badger’s behaviour to catch its prey. This process is accomplished with the
stages of digging and Honey. The prey is estimated in the digging stage based on the smell of
honey badger. In the honey stage, the beehive is determined by following the honey bird with
the honey badger.

The initial value of HBA is assigned as follows.

Ai ¼ MiCi þ s1* VCi−MCið Þ; i ¼ 1; 2;…M ð6Þ
Where, the upper bound values are represented as VC and the lower bound values are
represented as MC, the search space boundary s1 is represented as a random number in the
range of s1 ∈ [0, 1]. By using the density factors, the exploration and exploitation are
balanced. It is defined as,

β ¼ D*exp −t=Uð Þ ð7Þ
Where, the constant value is represented as D > 1, the total number of iterations is represented
as U and the current iteration is represented as t. The solution in the next step is updated with
the digging stage. It is accomplished with the cardioid movement, which is represented as,

Anew ¼ Ac þ G*γ*J*Ab þ G*β*ei*s3*jcos 2πr4ð Þ* 1−cos 2πr5ð Þ½ �j ð8Þ
Where, Anew denotes the updated value of Ai, Ab denotes the optimal solution obtained, γ
represents the constant number and G represents the parameter, and the random numbers are
denoted as r3, r4, r5 and r6. The parameter value G is obtained using the following equation.

G ¼ 1; If r6≤0:5ð Þ;
−1; Else:

�
ð9Þ

For the prey yb, the smell intensity is denoted as J, which denotes the distance between yi and
yb. It is described as follows.

J i ¼ r2*
T

4πd2i
ð10Þ

T ¼ Ai−Aiþ1
� �2

; di ¼ Ab−Ai ð11Þ
Using the honey stage operator, the solution is updated. This process is accomplished with the
following equation.
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Anew ¼ Ab þ G*r7*β*di ð12Þ
The step-by-step procedure of the HBA algorithm is described as follows.Algorithm 1:Procedure
of HBA.

b. Demosaicking with A-DRL

A-DRL is introduced to attain the trade-off between degrading network performance and increasing
the network depth. It utilizes several stack layers’ input to attain the current layer’s input. It resolves
the issue of exploding gradient or vanishing. While varying the dimensionality of the input causes
information loss. It can be resolved by enlarging the receptive field in which the filter size and depth
are increased. However, increasing the depth causes network performance degradation, and
increasing the filter size induces the number of parameters and the computational cost to increase.
The proposed architecture of A-DRL based demosaicking is shown in Fig. 3. Different kind of
complicated features is extracted with various residual learning based architecture. The
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Fig. 3 Architecture of Bayer image Demosaicking with A-DRL
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demosaicking performance can be improved by increasing the width of the network. The proposed
network contains two layers, namely Conv+ReLU and Conv+BN + ReLU. Where Conv, ReLU
and BN represent the convolutional, rectified linear unit and batch normalization. The information
obtained from the receptive field has more information with the help of the dilation factor. The
concate operation adds residual blocks used in the channel.

i) Residual block

If the number of layers in the network is high, the information extracted from the initial layer
may be lost. Due to the slow training process, the gradient vanishing problem affects the
deeper network. The feature map is directly passed to the later layers to solve this issue. Hence,
it improves the process flow and contributes to the back propagation of gradients, accelerating
the training process.

ii) Channel Attention Block

For high-frequency extraction, convolutional layers give more attention to facilitating
demosaicking. The features are adaptively modulated with a channel attention block. The
structure of the channel attention block (CAB) is shown in Fig. 3. The output of ith block is
represented as,

Hi ¼ Hi−1 þ XCA*Y i ð13Þ
Where, the input and output feature map is represented as Hi and Hi − 1. The two-stacked
convolution layer is involved with the filter size 3 × 3, which produces the residual
component Yi. It is represented as

Y i ¼ X 2*δ X 1*Hi−1ð Þ ð14Þ
Where, the weight set is denoted as X1 and X2 and δ denotes the ReLU function. The learned
calibration of weight is represented as XCA in which the global average pooling onYi is
accomplished. After convolutional and ReLU, the channel number is down-sampled with
the ratio γ. Using the convolutional layer with the sigmoid function increases the number of
channels to the original size.

XCA ¼ Sigmoid X 4*δ X 3*GAP Y ið Þð Þð Þ ð15Þ
Where, the weight set is represented as X3 and X4 and the global average pooling operation is
denoted as GAP.

iii) Residual Learning and loss function

For the training set ðzi; yigMi¼1, the initially demosaicked image of ith input is represented as zi,
and the ground truth image is represented as yi. The loss function used to learn the network
parameter is described as follows.

l Θð Þ ¼ 1

2M
∑
M

i¼1
F
�
zi;G;Θ1

�
−yi;G

��� ���2 þ F
�
zi;Θ1;Θ2

�
−yi

��� ���2
� 	

ð16Þ
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Where, M represents the batch pairs, and the first and second stage parameters are denoted as
Θ1 andΘ2, zi,G represents the G channel of ith demosaicked image and yi,G is the G channel of
the ground truth image.

Using the residual learning strategy, the noise μ is determined and eliminated from the
corrupted imageIμ. The de-noised mosaic image is computed as

Im ¼ Iμ−μ ð17Þ
Where, Iμ represents the corrupted image and μ represents the Gaussian noise. The residual
space considered is smoother and easier for demosaicking the Bayer image. Using DCNN-
HBA and A-DRL, the network learns the features automatically for target applications by
learning through data. The input is added with learned residual information since the residual
learning converges faster to construct the final solution by learning residual information.
Moreover, the artifacts of the images tend to be more coherent, making residual information
easier to learn.

4 Experimental results and analysis

a. Implementation platform and dataset description

The proposed approach is implemented with PYTHON software. It was executed with the
system configuration of Intel(R) Core(TM)2 Duo CPU E8400 @ 3.00GHz 2.99 GHz proces-
sor, 195 GB storage, 8 GB RAM, and Windows 10 Pro operating system. The proposed Bayer
image de-noising and demosaicking is implemented with Kodak 24 dataset. It contains 24
uncompressed images of PNG true color captured with a film camera. The size of each image
is 768 × 512 pixels, released for unrestricted research usage by Kodak Corporation. Initially,
the image from the Kodak dataset is converted into a mosaic image.

b. Experimental results

The proposed A-DRL is modelled with 17 layers with a filter size of 64 × 64. There are 15
hidden layers used with batch size 128. The kernel size is chosen as 3 × 3, and the depth of
each kernel is 3 because the image is RGB. The rectified linear unit is used as the activation
function with the alpha value of 0.01. In DCNN, the weight parameters are optimized with
HBA with a learning rate of 0.001, batch size 4, and epoch 100. These parameters are defined
based on previous research in which each parameter is varied to find the optimal set of values
for de-noising and demosaicking. Based on the previous observation, the parameters for
DCNN, A-DRL and HBO is assigned. It is given that pre-training the DRL minimizes the
training time due to the initialization of joint de-noising and demosaicking images. All weights
are initialized based on [10]. The learning procedure has been accomplished with the initial
learning rate 10−2. The network parameters are updated based on the proposed algorithm, and
each iteration’s sum is considered. While increasing the number of iterations, each parameter’s
value varies.

The architecture of the proposed DCNN model is described in Table 2. It consists of 9
layers, including 3 fully connected layers, 3 pooling layers and 3 convolutional layers. Each
convolutional layer is convolved with kernel sizes 3, 4 and 4; after convolution, max pooling is
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applied to reduce the feature map size. The kernel size is assigned to 1 and 2. The activation
function used is rectified linear unit for layers 1, 3, 5, 7, and 8. The fully connected layer
contains 30, 20 and 5 neurons at each layer. In addition, the softmax function is used at the
output layer. The sample size, learning rate, regularization and momentum parameters are
assigned to 10, 3 × 10−3, 0.2, and 0.7.

The performance of the proposed work is evaluated with the performance metrics such as
PSNR, CPSNR, SSIM and MSSIM. The PSNR measures the quality between original and
reconstructed images. In between two images, the PSNR is computed as,

PSNR ¼ 10log10
R2

MSE

� 	
ð18Þ

Where, R represents the maximum fluctuation and MSE represents the mean square error
between two images. The MSE is computed based on the row and column of each image pixel.

The color PSNR is used to compute the intensity variation between separate channels of
original and demosaicked images. The CPSNR between the ground truth and the demosaicked
image is computed as

CPSNR ¼ 10� log10
2552

CMSE

� 	
ð19Þ

The CMSE is computed as

CMSE ¼
∑C∈ R;G;Bf g∑

H
i ∑

W
j ICo i; jð Þ−ICd

�
i; j

���� ���2
2

3� H �W
ð20Þ

Where, H represents the height of the image, W represents the width of the image, ‖. ‖

represents the l2 norm of the vector, ICo i; jð Þ and ICd i; jð Þ represents the R, G, and B color value
for i, j pixel. From a perceptual point of view, the image quality is further evaluated with
SSIM. In the human visual system, SSIM is one of the supporting performance evaluation
metrics, which provides the similarity yield between the original and demosaicked images.
Instead of pixel intensity variation, SSIM considered the degradation caused by the structure of
the demosaicked image. It considers three kinds of similarity: contrast similarity, luminance
similarity and structure similarity. In addition to the SSIM measure, MSSIM is computed
separately based on each color channel.

Table 2 Summary of proposed DCNN model

Layer Type Number of nodes Kernel size Stride

1 Conv. 258×5 3 1
2 Pooling 129×5 2 2
3 Conv. 126×10 4 1
4 Pooling 63×10 2 2
5 Conv. 60×20 4 1
6 Pooling 30×20 2 2
7 FC 30 – –
8 FC 20 – –
9 FC 5 – –
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The comparison of the original image from the dataset and the demosaicked image is
shown in Fig. 4. In Fig. 4, the initial and demosaicked images are differentiated with the effect
of the proposed demosaicking algorithm.

Figure 5 presents the PSNR result of the proposed approach for all images from the Kodak
dataset. The green colour channel has a higher PSNR value than the three-colour channel. The
CPSNR is computed separately for each color channel of the demosaicked Kodak image
dataset. While comparing with the three color channels, the CPSNR of the green color channel
is higher than other color channels such as red and blue. The blue color channel has attained
the lowest CPSNR among all color channels. Considering the 24 images from the Kodak
dataset, there is a slight deviation between images in terms of CPSNR. The proposed CPSNR
ranges between 40 dB to 50 dB for all images.

Table 3, the PSNR of the proposed approach is compared with the existing techniques such
as Adaptive Heterogeneity Direction (AHD), Alternative Projection (AP), Bilinear Interpola-
tion (BIL), Residual Interpolation (RI), Weighted Edge (WE), and Improved Posterior Deci-
sion (IPD) [9]. In Table 3, the proposed approach has a PSNR greater than 44 dB. But in the
case of existing approaches, it ranges from 25 dB to 43 dB. When considering the variation of
each image, it is high for the existing approaches and lowers for the proposed approach in the
range of 3 dB.

Figure 6 shows the comparison result of PSNR with other demosaicking approaches. The
PSNR values achieved with the existing approaches such as Deep High Textured Network-
Deep Smooth Textured Network (DHTN-DSTN) with optimization [10], Flexible Image
Optimization (FlexISP), DeepJoint and Alternating Direction Method of Multipliers
(ADMM) are 32.94 dB, 31.17 dB, 32.01 dB, and 32.63 dB. For the proposed approach, the
PSNR value is 43.23 dB. The higher value of PSNR indicates the efficiency of the
demosaicking procedure. Compared with the existing approaches, the performance of the
proposed approach is high. The existing approaches are in the range of up to 37 dB. The range
of PSNR lies between 30 dB to 37 dB for Flex ISP, DeepJoint, ADMM and (DHTN&DSTN)
+ Opt. Flex ISP and ADMM have the lowest performance considering the existing
demosaicking approaches.

In Fig. 7, the PSNR result is compared for three color channels. The results are separately
evaluated for the R, G, and B color channels. The results are compared with Learned

Fig. 4 The image from the Kodak dataset (left side) and the final de-noised and demosaicked image (right side)
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Simultaneous Sparse Coding (LSSC), Directional Difference Regression (DDR), Fused Re-
gression (FR) and Iterative Residual Interpolation- Progressive Collaborative Representation
(IRI-PCR) techniques. Compared with the three color channels, the PSNR of the red channel is
low, and a higher PSNR is achieved for the green color channel. In the red color channel, the
PSNR obtained for the proposed method, LSSC, DDR, FR, and IRI-PCR [17] is 43.42 dB,
40.53 dB, 37.08 dB, 40.15 dB and 40.02 dB. In the green color channel, the PSNR obtained
for the proposed method, LSSC, DDR, FR and IRI-PCR, is 43.25 dB, 44.31 dB, 43.88 dB,

Fig. 5 PSNR (dB) value of 24 images from Kodak dataset for different color channels of the output image

Table 3 Comparison table for proposed PSNR (dB) comparison with AHD, AP, BIL, RI, WE, and IPD
approaches

Image No AHD(dB) AP(dB) BIL(dB) RI(dB) WE(dB) IPD(dB) Proposed(dB)

1 35.12365 37.82559 26.34246 33.28362 38.66908 33.80081 44.67638
2 39.14441 39.57975 33.14758 38.60495 39.53599 40.81597 44.96106
3 41.15674 41.21406 34.51965 37.86927 40.84143 42.2465 44.93012
4 38.67537 40.1833 33.68422 39.21196 39.37491 41.34468 45.55014
5 35.39069 37.40025 26.67253 34.81466 36.10685 39.52928 45.19389
6 37.57617 38.54925 27.81229 33.87583 39.39936 34.08699 45.57246
7 4,051,801 41.83905 33.52544 38.58664 40.89483 42.19047 46.24991
8 33.74326 35.07306 23.54213 32.67506 41.90167 42.58102 46.71093
9 41.05238 41.8027 32.38597 38.67506 41.90167 42.58102 46.01864
10 40.50117 41.91221 32.43697 39.90842 41.95163 38.73789 45.38616
11 37.47875 39.24883 29.14545 35.84941 39.54117 40.04738 45.08246
12 41.65404 42.64677 33.49666 37.59205 42.56146 37.39145 45.31668
13 31.31608 34.2403 23.87083 30.92762 35.9223 36.36908 45.76487
14 35.22152 35.49806 29.21216 34.30985 33.92549 36.33077 45.38243
15 37.93509 39.37607 33.04679 37.80148 38.97836 40.25264 46.39559
16 41.96713 41.96713 31.31421 36.94948 42.64641 36.38566 47.13999
17 39.25633 41.08726 32.03806 38.71668 41.75534 38.88249 45.96258
18 34.67103 36.99468 28.06782 34.79721 37.03895 38.925 47.13999
19 38.28772 39.46088 27.92443 36.52326 40.35815 36.2505 45.96258
20 39.04057 40.41298 31.62433 38.13648 40.7109 37.99864 46.52933
21 36.29068 37.36113 30.36722 35.83545 37.77811 39.71259 45.08885
22 36.29068 37.361133 30.36722 35.83545 37.77811 39.54055 45.22531
23 41.63791 41.86702 35.11318 39.3922 40.98141 42.82304 45.13111
24 32.97968 34.1665 26.75876 32.78057 35.03707 36.25295 45.87023
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43.81 dB and 43.52 dB. In the blue color channel, the PSNR obtained for the proposed
method, LSSC, DDR, FR and IRI-PCR, is 43.26 dB, 40.64 dB, 40.35 dB, 40.30 dB and
39.78 dB. The green channel PSNR value is higher compared with the blue and red color
channels.

The CPSNR comparison for different approaches is shown in Fig. 8. The color PSNR is
computed by taking the average value of three color channels such as green, blue and red. The
color PSNR values are nearly the same for all approaches. The CPSNR values obtained for the

Fig. 6 PSNR (dB) comparison of the proposed approach with (DHTN&DSTN) + Opt, DeepJoint and ADMM
approaches

Fig. 7 PSNR (dB) comparison of proposed R G B color channels with LSSC, DDR, FR and IRI-PCR
approaches
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proposed method, LSSC, DDR, FR and IRI-PCR, are 43.30 dB, 41.44 dB, 41.06 dB, 41.03 dB
and 40.74 dB. Compared with the existing approaches, the highest CPSNR is attained with the
proposed demosaicking approach. The LSSC, DDR, FR and IRI-PCR are providing the lowest
performance, which is in the range of 40 dB. Increasing the CPSNR represents the highest
level of performance, and a low CPSNR value denotes low demosaicking performance.

The SSIM value is computed for the proposed approach and compared with the existing
demosaicking approaches, as shown in Fig. 9. For all approaches, the SSIM value is above 98,

Fig. 8 CPSNR (dB) comparison of the proposed approach with LSSC, DDR, DDR, FR and IRI-PCR approaches

Fig. 9 Comparison of proposed SSIM with LSSC, DDR, FR and IRI-PCR approaches
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and for the proposed approach, it reaches nearly 100. The optimal result for SSIM is obtained
for the proposed approach. The SSIM value obtained with the proposed method, LSSC, DDR,
FR and IRI-PCR, are 0.997, 0.986, 0.987, 0.987 and 0.985. The SSIM result of the proposed
approach is higher than the other existing approaches. The lower most performance is obtained
with the existing FR based approach, DDR and IRI-PCR. The lower SSIM indicates lower
demosaicking performance, and the higher SSIM indicates better demosaicking performance.

Figure 10 shows the MSSIM comparison of the proposed approach with other existing
approaches. While evaluating the SSIM performance, all approaches are nearly at the optimal
position. But, the performance of the proposed approach is higher than the other existing
approaches. The MSSIM values obtained with the proposed method, LSSC, DDR, FR and
IRI-PCR are 0.9975, 0.9972, 0.9968, 0.9967 and 0.9968. When compared with the existing
approaches, better performance is attained with the proposed algorithm. The existing ap-
proaches have the lowest performance compared to the proposed demosaicking algorithm.
In Table 4, the PSNR and SSIM of the proposed approach are compared with the existing
approaches such as IDP, DHTN-DSTN, PCR, Generative Adversarial Model (GAN),

Fig. 10 Comparison of proposed MSSIM with LSSC, DDR, FR and IRI-PCR approaches

Table 4 Comparing the performance of PSNR, CPSNR, SSIM and MSSIM with state-of-the-art approaches

Techniques PSNR SSIM

DHTN-DSTN [10] 32.94 0.821
IPD [9] 42.58 0.989
PCR [17] 40.75 0.9859
GAN [28] 42.64 0.9894
FS-Net [4] 26.96 0.850
RCL [3] 39.01 0.9658
CNN [24] 36.33 0.9487
Proposed 43.23 0.997
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Frequency Selection Network (FS-Net), CNN, and Residual contrastive Learning (RCL). The
parameters such as PSNR and SSIM are used to evaluate the accuracy of the proposed model.

Compared with the performance of PSNR, CPSNR, SSIM and MSSIM, a better result is
obtained with the proposed demosaicking approach, which shows the efficiency of the
proposed approach. It is noted that increasing the number of layers reduces the residuals,
and almost black images are produced. Extra residuals are created by reducing the number of
layers in the network. The proposed algorithm is effective for images of high dimensional
range with varying color and spatial exposure.

In order to make a perfect comparison, the same test procedures and conditions are
performed for all demosaicking models. The proposed approach has obtained a higher trade-
off between the quality of demosaicked images and processing complexity. The computational
complexity of the proposed approach is compared with the existing approaches and is given in
Table 5.

In addition, it can also be estimated with the number of add operations and the number of
parameters used to evaluate the memory requirement of network weight. The network
complexity and the size of the network are compared with existing methods. While using
the least amount of parameters, the network complexity is high since it uses the same network
for varying amounts of iterations. For the proposed approach, the size and complexity of the
network are low to achieve better image quality. The computational complexity has been
analyzed by considering the data size n × p × q. Initially, CNN has used for de-noising the
image, it involves deep learning with convolution and pooling operations. Hence the compu-
tational complexity is set with the ranking s for de-noising. The total complexity of de-noising
is estimated as O(npqs + (n + p + q)s4 + s6). In addition, the optimization algorithm is used
with A-DRL, which has the complexity of O(npq log (mpq)). By considering the problem of
demosaicking, the complexity of spatial and spectral dimensions of the image is O(6npq). By
considering the entire proposed de-noising and demosaicking with the computational com-
plexity per iteration is (npq + (n + p + q)s4 + s6 + npq log(npq) + 6npq).

5 Conclusion

This paper proposed the Bayer image de-noising and demosaicking with DCNN-HBA and A-
DRN. Initially, the CFA pattern’s Bayer image is used to construct noisy mosaic images. After
getting the Bayer image, the proposed work is implemented to remove the noise and
reconstruct the original image. For de-noising, DCNN-HBA is used in which the quality of
the image is increased. Attention-based DRL reconstructs the image with reduced loss. The
attention mechanism is added in DRL, which retains more relevant information required for
demosaicking. The attention approach and HBA algorithms were used to resolve the vanishing
or gradient issue. Each pixel’s missing information and visual artifacts are inferred to

Table 5 Comparison of network complexity and size

Techniques Complexity Parameters

FS-Net [4] 2.76 546 k
DnCNN [25] 1.40 1.11 M
BRDNet [25] 2.78 1.11 M
Proposed 1.10 540 k
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reconstruct full-quality color images. The proposed demosaicking approach A-DRL is com-
pared with the existing approaches, showing the reduction of more visual artifacts. The higher
PSNR, CPSNR, SSIM and MSSIM value indicates the better perceptual quality of
demosaicked images. Future work of this research focuses on enhancing the network capacity
for removing more complex noise with the preservation of better image quality in real world
environment.
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Abstract: Educational Data Mining (EDM) is an emergent discipline that concen-
trates on the design of self-learning and adaptive approaches. Higher education
institutions have started to utilize analytical tools to improve students’ grades
and retention. Prediction of students’ performance is a difficult process owing
to the massive quantity of educational data. Therefore, Artificial Intelligence
(AI) techniques can be used for educational data mining in a big data environ-
ment. At the same time, in EDM, the feature selection process becomes necessary
in creation of feature subsets. Since the feature selection performance affects the
predictive performance of any model, it is important to elaborately investigate the
outcome of students’ performance model related to the feature selection techni-
ques. With this motivation, this paper presents a new Metaheuristic Optimiza-
tion-based Feature Subset Selection with an Optimal Deep Learning model
(MOFSS-ODL) for predicting students’ performance. In addition, the proposed
model uses an isolation forest-based outlier detection approach to eliminate the
existence of outliers. Besides, the Chaotic Monarch Butterfly Optimization Algo-
rithm (CBOA) is used for the selection of highly related features with low com-
plexity and high performance. Then, a sailfish optimizer with stacked sparse
autoencoder (SFO-SSAE) approach is utilized for the classification of educational
data. The MOFSS-ODL model is tested against a benchmark student’s perfor-
mance data set from the UCI repository. A wide-ranging simulation analysis por-
trayed the improved predictive performance of the MOFSS-ODL technique over
recent approaches in terms of different measures. Compared to other methods,
experimental results prove that the proposed (MOFSS-ODL) classification model
does a great job of predicting students’ academic progress, with an accuracy of
96.49%.
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selection; deep learning; metaheuristics; outlier detection
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1 Introduction

Recently, different kinds of learning management systems (LMSs) have been effectively adopted by
higher education institutions and universities, collecting large amounts of educational data and recording
various student learning features [1]. Educational Data Mining (EDM) is a rapidly expanding scientific
field that provides the potential to analyze these information and harness useful knowledge from it.
Eventually, a plethora of prediction algorithms have been efficiently used in an educational context to
resolve a great number of challenges [2]. But, creating prediction methods in the field of EDM by using
TL models has been poorly studied until now. Thus, the most important question in current research is
whether a prediction algorithm trained on a previous course would perform well on a novel one [3].
observes that a course (a) is populated with distinct instructors and students, (b) may have features that
could not be transmitted (for example, a feature determined on specific learning resources that is
inaccessible on other courses) and (c) would change over time in different ways, despite being
structurally and contextually distinct. Additionally, the difficulty in course design and the LMS have a
great influence on the course progress at the time of semester. Hence, there might be a problem where the
transfer learning (TL) method might not reflect the anticipated result, which shows some uncertainty
regarding the prediction accuracy of the recently established learning algorithm [4].

Prediction and students’ performance analysis are the two extensively discussed areas of research in
educational systems [5]. Despite their disparate goals, the outcomes of performance analysis have a
significant impact on predictive research. The analysis of student progress during their studies offers
university management data regarding the possibilities of success for all the students. Conventionally, this
analysis can be made by the lecturers who utilize their communication with students in classroom
activities and mid-term assessments to take timely action and find those “at risk” of dropping out [6]. In
the current scheme of higher education, the communication time between students and lecturers is
continuously decreasing and finding endangered students has become even more challenging. This is
because of the increasing number of students and access to online learning resources for students [7].
More precise predictions of student’s success could be achieved by the current systems of machine
learning and data mining analysis.

The prediction of learner performance can be accomplished with the help of several data mining
approaches. For example, the machine learning (ML) methods as stated in research works of [8] 2020.
The data mining systems are categorised as (a) ML algorithms (like neural networks, symbolic learning,
swarm optimization), (b) statistical approaches (namely cluster analysis, regression analysis, discriminant
analysis) and (c) artificial intelligence techniques (for example, fuzzy logic, genetic algorithms, neural
computation). In this regard, the present study aims at examining the capacity of artificial neural networks
(ANN) to forecast team’s performance. Generally, ANN is a subdivision of Artificial Intelligence (AI),
which includes the application of Deep Learning (DL) and Machine Learning (ML). The ANN theory
was stimulated by the human brain and especially by the biological neural networks. It contains synapsis
node for perceptrons and artificial neurons.

The synopsis is found in neural connections and the biological brain is used for learning and memory.
The connection strength, i.e., the synaptic weights corresponding to the memorized data, can be changed at
the time of the learning method. An array of neurons composes an ANN layer [9]. Usually, all the neurons
receive signals (the weighted amount of their inputs), next process them and employ an activation function
for signaling neurons related. A simple ANN framework includes output, input, and hidden layers. In
contrast, a Deep Neural Network (DNN) method consists of (a) the output layer, (b) the input layer and
(c) more than two hidden layers (Denses). The basic functions for training and activating the DNNs are
the loss function (feed-forward loop), the optimizer (back-propagation loop) and the activation function [10].
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This paper designs a novel metaheuristic optimization-based feature subset selection with an optimal
deep learning model (MOFSS-ODL) to predict students’ performance. The proposed MOFSS-ODL
technique uses an isolation forest (IF) based outlier detection approach to eliminate the existence of
outliers. Moreover, the Chaotic Monarch Butterfly Optimization Algorithm (CBOA) is applied to choose
highly related features with low complexity and high performance. Furthermore, a sailfish optimizer with
stacked sparse autoencoder (SFO-SSAE) approach is employed to classify the educational data. To
validate the enhanced predictive outcome of the MOFSS-ODL technique, a series of simulations were
carried out against a benchmark students’ performance data set from the UCI repository and the results
are inspected under several dimensions.

2 Related Works

This section offers a comprehensive review of existing students’ performance analysis prediction
models. In Akour et al. [11], an effort has been made to examine the efficacy of utilizing the DL method
more precisely to forecast students’ achievements, which could assist in forecasting when the student can
complete their degree or not. The simulation result shows that the presented method outperforms the
current approach in terms of predictive performance. In Harvey et al. [12], a prediction method is
examined and developed in this work for analysing a K-12 education data set. The LR, DT and NB
methods are among the two classifications used in the development of these prediction methods. The NB
method gives the most accurate predictions for high school students’ SAT and Math scores.

Orji et al. [13] carried out prior research on determining methods of improving student engagement in
online learning techniques via data-driven intervention. Student engagement in this work can be described by
objective information (activity log of a certain UG course in a TELS). Activity logs are unbiased data and a
reflection of students’ actual learning behaviour (uncontrolled). In this work, the logs of student learning
activities from TELS are mined, which employed UG courses, to explore variances among student’s
learning behaviours as they are related to their engagement levels and academic performance (evaluated
based on last grade point on a course). Supervised (RF) and unsupervised (Clustering) ML methods are
applied in examining the relationships.

Xu et al. [14] designed a new ML technique to predict students’ performance in degree programs, i.e.,
one capable of addressing these major problems. The presented model consists of 2 key characteristics.
Initially, a bilayer framework including a cascade of ensemble predictors and multiple base predictors was
proposed to make predictions according to the student’s evolving performance state. Next, a data-driven
technique based on probabilistic matrix factorization and latent factor model is presented for discovering
the course significance, i.e., significant enough to construct an effective base predictor.

Hamoud et al. [15] present method-based DT models and recommend the best method-based
performances. This method makes use of the three created categories (REPTree, J48 Random Tree and
the questionary filled out by the student). The study includes sixty questions that cover the subject, such
as social activity, health, academic achievement, and relationships and how this affects student efficiency.
A total of 161 questionnaires were collected. This approach was developed using the Weka 3.8 tool [16]
investigated data logged by a TEL scheme called Digital Electronics Education and Design Suite
(DEEDS) using a machine learning technique. The ANN, SVM, LR, NB and DT classifiers are included
in the ML method. When entering input data, the DEEDS approach allows students to perform digital
design problems with varying levels of complexity. Reshma et al. [17] use a deep ANN on a set of hand-
crafted features extracted from the virtual learning environment clickstream data to forecast at-risk
students and provide a measure for earlier intervention in this situation. The results show that the
provided strategy performs better in categorization.
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Waheed et al. [18] developed a comprehensive study of limitations, hardware resources and
performance. This study can be implemented by using Collaboratory to accelerate the DL method for CB
and another GPU-centric application. The selected test-case is a parallel tree-based combinatorial search
and 2 CV applications: object segmentation or localization and object classification or detection. The
hardware under the accelerated running time is related to a conventional workstation and strong Linux
servers armed with twenty physical cores. Cyril et al. [19] proposed a new end-to-end DL technique and
suggested a DPCNN method for predicting students’ performances. This paper also presents multitasking
learning methods and forecast the performance of students from different majors in an unified architecture.

3 The Proposed Model

In this study, an effective MOFSS-ODL technique was designed to predict students’ performance. The
proposed MOFSS-ODL technique encompasses IF-based outlier detection, CBOA-based feature selection,
SSAE-based classification, and SFO-based parameter optimization. Fig. 1 illustrates the overall working
process of the proposed MOFSS-ODL technique.

3.1 Isolation Forest Based Outlier Detection

At the primary stage, the IF technique is applied to eradicate the presence of outliers in educational data.
The IF is an unsupervised algorithm employed in collective-based models to separate the anomalies by
evaluating the isolation scores for each data point. The IF has a similar idea of utilising the tree algorithm
as the RF model. It processes data points to recurrent random splits that are based on feature selection
[20]. The major benefit of the IF technique is how, it processes information. Rather than processing each
data point, it employs a DT mode for isolating the outliers, which decreases the processing and execution
time and the respective memory requirements. The IF method functions by splitting the algorithm into
various segments, which are needed for the subsampling size. The IF estimation starts with specific data
points. Next, based on the selected value, it sets a range between the minimum and maximum values to
define the outlier scores for all the data points in the tree. The score can be measured by setting a path
length for isolating the outliers.

Figure 1: Overall process of MOFSS-ODL technique
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3.2 CBOA Based Feature Selection Technique

During the feature selection process, the CBOA is utilized to choose an optimal subset of features from
the educational data; the concept of the BOA method is established in [21]. In BOA, each monarch butterfly
is idealized and situated in Mexico (Land 2), southern Canada (Land 1), and the northern US. Next, the
position of the monarch butterfly is upgraded in two ways, such as through butterfly adjusting and
migration operators. Initially, the offspring are produced (a position upgrade) via the migration operators.
Next, the position of another monarch butterfly is upgraded using the butterfly adjusting operators.
Furthermore, both operators could be performed concurrently. Thus, the BOA method is appropriate for
similar processing and has a good balance of diversification and strengthening. The BOA method
includes two significant operators, which are listed below.

In migration operator, the aim is to upgrade the migration of monarch butterflies among
Land1 and Land2. NP is the overall amount of monarch butterflies and NP1 ¼ cei1 p� NPð Þ and
NP2 ¼ NP � NP1 are the number of monarch butterflies in Land1 and Land2, respectively, whereas p
represents the migration rate of monarch butterfly with p ¼ 5=12 in BOA, ceil (x) rounds x to the near
integer better than or equivalent to x, the sub-population of Land1 is represented as Sub-population1 and
the sub-population of Land2 is represented as Sub-population2. Next, the migration operators are denoted by

xtþ1
i;k ¼

�xt
r1 ;k

0

xt
r2 ;k

0

r. pr � p; (1)

In which xtþ1
i;k represent the kth component of xi in generation t þ 1; likewise, xtr1;k signifies the kth

component of vr1 in generation t and xtr2;k indicates the kth component of vr2 in generation t; the present
generation value is t, r1 & r2 Monarch butterflies are arbitrarily chosen from Sub-population1 and Sub-
population2, respectively. Now, r is estimated by r ¼ rand � peri, in which peri denotes the migration
period, i.e., equivalent to 1. 2 in BOA and rand indicates an arbitrary value in the range of zero and one
[22]. Fig. 2 illustrates the flowchart of BOA.

Figure 2: Flowchart of BOA
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In the butterfly adjusting operator, it upgrades the location of monarch butterfly in Subpopulation2 as:

xtþ1
j;k ¼

xtbest;k
xtr3;k
xtþ1
i;k þ a� dxk � 0:5ð Þ

8<
:

rand � p
rand. p&rand � BAR
rand . p&rand.BAR

; (2)

Let xtþ1
j;k be the kth component of xj in generation t þ 1; likewise xtbest;k indicates the kth component of

xbest in generation t, i.e., the optimal position for Land1 and Land2 monarch butterflies, xtr3;k signifies the kth
component of xr3 in generation t, the monarch butterfly r3 is arbitrarily chosen from Sub-population2, also
BAR indicates the adjustment rate. When BAR is lesser when compared to the rand arbitrary value, the kth
component of xj at t þ 1 is upgraded, in which a indicates the weight factor and a ¼ Smax=t2, Let Smax be the
maximal walk steps. In (2), dx represents the walk steps of j butterfly which are evaluated by the Levy fight

thus x ¼ Lemy xtj

� �
.

The presented CBOA method depends on the incorporation of chaotic maps in the typical BOA. The
major phases of the presented model can be given in the following.

a) Invoke the chaotic map to update butterfly locations rather than utilizing arbitrary parameters hence it
will enhance the CBOA accuracy. They would be adapted by substituting r2 with Cj as:

xtþ1
i ¼ xti þ Cj � g� � xti

� �� fi (3)

xtþ1
i ¼ xti þ Cj � xjt � xtk

� �� fi (4)

whereas Cj represents the chaotic map and j ¼ 1; 2; . . . ; 10. Noted that the Cj value is a chaotic value,
created by ten chaotic maps are substituted by r values for getting optimal outcomes in accuracy and
minimal fitness when compared to original algorithm which uses arbitrary value.

b) Transfer CBOA to binary CBOA: Employing the binary CBOA would characterise the searching
space in binary values. Hence, the binary CBOA could adoptively search the feature space for
optimal feature integration and is predicted to be very simple when compared to the continuous
version. Binary CBOA can be given as follows:

xtþ1
i ¼ 1 if s xtþ1

i

� �� � � randðÞ
0 otherwise

�
(5)

Let s be a transfer function, rand ðÞ represents an arbitrary value made from uniform distribution [0,1]
and xtþ1

i indicates the upgraded solutions.

s xtþ1
i

� � ¼ 1

1þ exp10 xtþ1
i �0:5ð Þ (6)

Different from the standard BOA, wherever the solution was upgraded from the exploring space nearby
to a continuing value place, in the CBOA, the searching space was demonstrated as a dimensional Boolean
lattice. Besides, the solution was upgraded on the corner of the hypercube. In addition, to solve this issue of
selecting or not, a given parameter and binary solution vectors were implemented; one relates to the
parameter being chosen for comprising the new dataset, and zero relates to anything else. In binary
techniques, one uses the step vector for evaluating the possibility of altering a place. The transmission
function significantly influences the balance between exploitation and exploration. During the FS
technique, if the size of the feature vector was large, the count of various features combined would
inclines, for instance, a huge space for exhaustive research. The presented hybrid technique was utilized
to achieve this resolve to explore the feature space vigorously and make the right combination of
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features. The FS falls into multi-objective issues as it requires satisfying many objectives to receive better
solutions that minimize the subset of the FS and, concurrently, maximize the accuracy of the outcome for
providing a classifier.

Based on what came before, the fitness function (FF) for finding solutions in this state was made so that
the two goals could be met in a balanced way.

fitness ¼ aDR Dð Þ þ b
Yj j
Tj j (7)

DR Dð Þ refers the classifier error rate. Yj j stands for the size of subset which this approach chooses and
Tj j entire number of features involved from the existing datasets. a defines the parameter 2 0; 1½ � comparing
with the weight of error rate of classification respectively but b ¼ 1� a signifies the significance of decrease
feature. The classification efficacy was allowed a vital weight rather than the number of chosen features. If
the evaluation function is only regarded as the classification accuracy, the outcomes are neglected of
solutions that are comprised of the same accuracy but minimally chosen features that serve as essential
aspects of decreasing the dimensionality issue.

3.3 SFO-SSAE Based Classification Model

Finally, the SFO-SSAE based classification model gets executed to determine the proper class labels for
the educational data. The building block of deep networks for unsupervised learning features is a single AE
[23]. It is another kind of ANNmodel and is architecturally determined by the output, input and hidden layers
that compose a decoder and an encoder. In, the encoder transmits the data matrix to a hidden depiction
with a tunable number of neural units, followed by a non-linear activation. The procedure can be
expressed by Eq. (8).

h ¼ f xð Þ ¼ r WT
1 xþ b1

� �
(8)

In which, r �ð Þ indicates the activation function, W1 represents a weight matrix and b1 denotes a bias
vector. Let Relu, sigmoid and tanh be widely employed. During the decoder process, the deterministic
mapping g �ð Þ maps the hidden depiction back to recreate the x0 input space as:

x0 ¼ g hð Þ ¼ r WT
2 hþ b2

� �
(9)

Whereas b2 & WV2 represents the bias vector and weight matrix of the decoder. The trained AE aim is to
discover the h ¼ W1; W2; b1; b2 parameters which minimize the recreation loss among the output data X 0

and input data X. The objective function is determined by:

arg min
h

JAE hð Þ ¼ 1

N

XN
i¼1

kxi � x0ik2 þ kðkW1k2 þW2k2Þ (10)

Let k be a standardization coefficient of the weight decay term, i.e., added to avoid over-fitting. The
constraint representative power of a single AE results from the simplest shallow structural characteristics.
Stimulated by the biological method of the human visual cortex, the conventional SAE can be generated
by stacking AE consecutively, taking the output of the hidden unit of the prior layers as the input to the
upper layers. Fig. 3 displays the framework of SAE. AE was initially presented according to the concept
of reduction dimension and would lose the capacity to manually learn features if there were further
hidden layer neurons when compared to input neurons. An SAE can be attained by adding a few sparse
limitations to the conventional AE that could suppress all the outputs of hidden layer nodes. To attain
this, the training objective of SAE can be expressed as follows:
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arg min
h

Z
SAE

ðhÞ ¼ 1

N

XN
i¼1

kxi � x0ik2 þ k kW1k2 þ kW2k2ð Þ þ b
Xd
j¼1

KL qð jjq̂jÞ (11)

Here q̂j represents the average activation values of each trained instance on the jth hidden nodes and it is
limited by KL divergence to be closer to the sparse variable q: b control the weights of sparse penalty. Next,
an SSAE is attained by presenting sparse limitations on every single AE of the SAE.

The SFO algorithm is utilized to determine the hyperparameters involved in the SSAE model. The SFO
is a new, nature inspired meta heuristic approach, i.e., modelled after a group of hunting sailfish. It displays
more competitive performances than widespread meta-heuristic models. The summary of SFO is
demonstrated in the following. During the SFO method, the sailfish are considered as candidate solutions
and the position of the sailfish in the searching space represents the variable of the problems. The
location of ith sailfishes in kth searching iteration is represented as SFi;k and its equivalent fitness can be
evaluated using f SFi;k

� �
. Sardine is the other important participant in the SFO method. Also, it is

considered that a school of sardine is shifting in the searching space. The location of ith sardines is
represented as Si and its equivalent fitness can be evaluated using by f Sið Þ. During SFO model, the
sailfish occupying the optimal location is chosen as an elite sailfish that affects acceleration and
maneuverability of the sardine at the time of attack. In addition, the location of injured sardines in all the
iterations is chosen as an optimal location for collective hunting by the sailfish. The presented method’s
aim is to avoid formerly discarded solutions from being elected again. Injured sardines and Elite sailfish
are upgraded according to the Eq. (12).

Y i
newSF

¼ Y i
eliteSF

� ki � random 0; 1ð Þ � Y i
eliseSF

� Y i
injuredS

2

 !
� Y i

currentSF

 !
; (12)

In which Y i
currenTSF

represents the present location of sailfish and arbitrary value in the range of [0,1].

The ki variable represents the coefficients in the ith iteration and the values are acquired by (13):

ki ¼ 2� rand 0; 1ð Þ � SD� SD; (13)

Let SD be the sardine density that represents the number of sardines in all the iterations. The SD variable
can be acquired by Eq. (14):

Figure 3: SAE structure
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SD ¼ 1� NSF

NSF þ NS

� �
; (14)

Whereas NS & NSF represents the number of sardines and sailfish, respectively. During the hunting
process, sardines is injured or not tired and sailfish are energetic. Sardines could rapidly escape. But, with
continuous hunting, the strength of sailfish attacks would progressively decrease. In the meantime,
sardines would become tired and the alertness of the position of sailfish would also decrease.
Consequently, the sardines are hunted. According to the algorithmic procedure, the novel location of
sardines Y i

newS
is upgraded according to Eq. (15):

Y i
newS

¼ random 0; 1ð Þ � Y i
eliteSF

� Y i
oldS

þ ATP
� �

; (15)

Now, Y i
oldS

represents the older location of the sardine and arbitrarily value in the range of [0,1]. ATP
signifies the sailfish attack power. The ATP variable is expressed by Eq. (16):

ATP ¼ B� 1� 2� ltr � eð Þð Þ (16)

Here, B & e represents coefficient that is utilized for reducing the attack power linearly from B to 0 as
well as Itr indicates the iteration count. Since the attack power of sailfish reduces over the hunting time [24],
this reduction promotes the convergence of the search. Once ATP is greater, e.g., larger than 0.5, the location
of each sardine is upgraded. On the other hand, a sardines with variables b upgraders their locations. The
number of sardines upgrades their location is defined by Eq. (17):

a ¼ NS � ATP; (17)

In the equation, NS represents the number of sardines in all the iterations. The number of parameters of
the sardine which upgrader their locations is attained by Eq. (18)

b ¼ di � ATP; (18)

While di represents the number of parameters in the ith iteration. Once sardines are hunted, its fitness
should be greater than the sailfish. In this condition, the location of sailfish Y i

SF is upgraded by the newest
location of the hunted sardine Y i

S for promoting the hunting of novel sardines:

Y i
SF ¼ Y i

S if f Sið Þ, f SFið Þ: (19)

4 Experimental Validation

The benchmark dataset from the UCI repository is used to test the MOFSS-ODL model’s performance.
The dataset comprises 649 instances with 33 features and two classes. Table 1 demonstrates the details of
dataset decryption. Fig. 4 shows the frequency distribution of the attributes involved in the dataset.

Fig. 5 Investigate the best cost analysis of the CBOAwith other FS models. The results showed that the
information gain and CFS techniques have obtained poor performance, with the best costs of 0.38692 and
0.36600. At the same time, the PSO and GA techniques have attained moderate best costs of 0.18364 and
0.16528, respectively. The CBOA method, on the other hand, has led to better performance at the
minimum best cost of 0.02411.
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Table 1: Dataset description

Description Values

Number of instances 649

Number of features 33

Number of class 21

Data sources [25]

Figure 4: Frequency distribution of attributes in dataset

Figure 5: FS analysis of CBOA technique
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The confusion matrices generated by the MOFSS-ODL model on the applied dataset under five distinct
runs are in Fig. 6. The figures show that the MOFSS-ODL model has classified the instances into two classes
effectively. For instance, with run-1, the MOFSS-ODL model has classified 538 instances into class 0 and
87 instances into class 1. At the same time, with run-2, the MOFSS-ODL method has classified
538 instances into class 0 and 86 instances into class 1. Also, with run-3, the MOFSS-ODL approach has
classified 540 instances into class 0 and 86 instances into class 1. Concurrently, with run-4, the MOFSS-
ODL technique has classified 538 instances into class 0 and 88 instances into class 1. Simultaneously,
with run-5, the MOFSS-ODL system has classified 542 instances into class 0 and 88 instances into class 1.

The values in the confusion matrices are transformed in the form of TP, TN, FP and FN in Table 2.

Table 3 offers a detailed classification result analysis of the MOFSS-ODL model under five distinct runs
[26–29]. The experimental results reported that the MOFSS-ODL model has accomplished effective
classification performance. For instance, with run-1, the MOFSS-ODL model has classified the instances
with the precn, recal, Fmeasure, accuy and kappa of 0.9764, 0.9800, 0.9782, 0.9630 and

Figure 6: Confusion matrix of MOFSS-ODL model with distinct runs

Table 2: Confusion matrix of MOFSS-ODL model

No. of runs TP TN FP FN

Run-1 538 87 13 11

Run-2 538 86 14 11

Run-3 540 86 14 9

Run-4 538 88 12 11

Run-5 542 88 12 7
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0.8231 respectively. In line with, with run-2, the MOFSS-ODL manner has classified the instances with the
precn, recal, Fmeasure, accuy and kappa of 0.9746, 0.9800, 0.9773, 0.9615 and 0.8203 respectively. Moreover,
with run-3, the MOFSS-ODL technique has classified the instances with the precn, recal, Fmeasure, accuy and
kappa of 0.9747, 0.9836, 0.9791, 0.9646 and 0.8257 respectively. Furthermore, with run-4, the MOFSS-
ODL approach has classified the instances with the precn, recal, Fmeasure, accuy and kappa of 0.9782,
0.9800, 0.9791, 0.9646 and 0.8259 respectively. Finally, with run-5, the MOFSS-ODL algorithm has
classified the instances with the precn, recal, Fmeasure, accuy and kappa of 0.9783, 0.9872, 0.9828,
0.9707 and 0.8367 respectively.

Fig. 7 investigates the average classification outcomes analysis of the MOFSS-ODL model on the test
dataset [30–35]. The figure depicted that the MOFSS-ODL methodology has resulted in maximal average
precn, recal, Fmeasure, accuy and kappa of 0.9764, 0.9822, 0.9793, 0.96499 and 0.8263.

Fig. 8 provides a comparative precn and recal analysis of the MOFSS-ODL model with recent methods.
The figure portrayed that the RT and RRBFN models have obtained lower precn and recal values. In line
with, the MLP and DT manners have reached to somewhat superior precn and recal values. Along with
that, the LR, RF and ACO-LR models have resulted in considerable precn and recal values. However, the

Table 3: Result analysis of MOFSS-ODL model with different runs

No. of runs Precision Recall F-measure Accuracy Kappa

Run-1 0.9764 0.9800 0.9782 0.9630 0.8231

Run-2 0.9746 0.9800 0.9773 0.9615 0.8203

Run-3 0.9747 0.9836 0.9791 0.9646 0.8257

Run-4 0.9782 0.9800 0.9791 0.9646 0.8259

Run-5 0.9783 0.9872 0.9828 0.9707 0.8367

Average 0.9764 0.9822 0.9793 0.9649 0.8263

Figure 7: Average analysis of MOFSS-ODL model with different measures
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MOFSS-ODL model has gained improved outcome with the maximum precn and recal of 97.83% and
98.72% respectively.

Fig. 9 offers a comparative Fmeasure and Kapp analysis of the MOFSS-ODL manner with recent
techniques. The figure outperformed that the RT and RRBFN manners have reached lesser Fmeasure and
Kapp values. Besides, the MLP and DT models have reached slightly improved Fmeasure and Kapp values.
At the same time, the LR, RF and ACO-LR models have resulted in considerable Fmeasure and Kapp
values. However, the MOFSS-ODL model has reached higher outcome with the maximal Fmeasure and
Kapp of 98.28% and 82.63% respectively.

Accuracy analysis of the MOFSS-ODL technique with recent manners takes place in Fig. 10. The figure
shows that the RBFN, MLP and RT techniques have obtained lower accuy of 89.52%, 89.67% and 87.67%
respectively. Followed by the RF and DT models have attained slightly enhanced accuy of 92.60% and

Figure 9: F-measure and Kappa analysis of MOFSS-ODL model

Figure 8: Precision and Recall analysis of MOFSS-ODL model
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91.37% respectively. Moreover, the ACO-LR and LR models have achieved moderate accuy of 94.91% and
94.76% respectively. However, the MOFSS-ODL model has resulted in a maximum accuy of 97.07%.

After examining the tables and figures, it can be obvious that the MOFSS-ODL approach has
accomplished effective outcomes on students’ performance analysis.

5 Conclusion

In this study, an effective MOFSS-ODL technique was designed to predict students’ performance. The
proposed MOFSS-ODL technique encompasses IF-based outlier detection, CBOA-based feature selection,
SSAE-based classification, and SFO-based parameter optimization. Besides, the utilization of CBOA-
based feature selection and SFO-based parameter optimization help to accomplish improved students’
performance prediction outcomes. To validate the enhanced predictive outcome of the MOFSS-ODL
technique, a series of simulations were implemented, and the outcomes are inspected in several
dimensions. The experimental results pointed out the improved performance of the MOFSS-ODL
technique over recent approaches in terms of several evaluation measures. In future, the predictive
performance of the MOFSS-ODL technique will be enhanced by using the clustering approaches and
hybrid algorithms for feature selection on educational datasets to predict students’ achievement.
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ABSTRACT 

In this paper, a survey on the recurrent and its powerful behaviour. There are mainly two important types of deep 

neural networks Convolutional Neural Networks and Recurrent Neural Networks. This paper try to compare the 

impact of both CNN and RNN. Although it has been shown that CNN and RNN models obtain good 

performance, often superior to other state-of-the-art techniques, they suffer from some important drawbacks, 

including a very long training time and limitations on the number of context words that can be taken into account 

in practice. Recent extensions to recurrent neural network models have been developed in an attempt to address 

these drawbacks. This paper gives an overview of the most important things regarding RNN and CNN. 

Keywords—CNN, RNN, ConvNet, LSTM, ReLU. 

 

I. INTRODUCTION  

Convolutional Neural networks are designed to process data through multiple layers of arrays. This type of 

neural networks is used in applications like image recognition or face recognition. The primary difference 

between CNN and any other ordinary neural network is that CNN takes input as a two-dimensional array and 

operates directly on the images rather than focusing on feature extraction which other neural networks focus on. 

The dominant approach of CNN includes solutions for problems of recognition. Top companies like Google and 

Facebook have invested in research and development towards recognition projects to get activities done with 

greater speed. Recurrent neural networks is a type of deep learning-oriented algorithm, which follows a 

sequential approach. In neural networks, we always assume that each input and output is independent of all other 

layers. These type of neural networks are called recurrent because they perform mathematical computations in 

sequential manner. 

 

II. CONVOLUTIONAL NEURAL NETWORKS 

A Convolutional Neural Network (ConvNet/CNN) is a Deep Learning algorithm which can take in an input 

image, assign importance (learnable weights and biases) to various aspects/objects in the image and be able to 

differentiate one from the other. The pre-processing required in a ConvNet is much lower as compared to other 

classification algorithms. While in primitive methods filters are hand-engineered, with enough training, 

ConvNets have the ability to learn these filters/characteristics. 

ConvNet is able to successfully capture the Spatial and Temporal dependencies in an image through the 

application of relevant filters. The architecture performs a better fitting to the image dataset due to the reduction 

in the number of parameters involved and reusability of weights. In other words, the network can be trained to 

understand the sophistication of the image better. 

There are various architectures of CNNs available which have been key in building algorithms which power and 

shall power AI as a whole in the foreseeable future. Some of them have been listed below: 

1. LeNet 

mailto:anjumarkose@gmail.com
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2. AlexNet 

3. VGGNet 

 

4. GoogLeNet 

5. ResNet 

6. ZFNet 

 

III. RECURRENT NEURAL NETWORKS  

RNN works on the principle of saving the output of a particular layer and feeding this back to the input in order 

to predict the output of the layer. Below is how you can convert a Feed-Forward Neural Network into a 

Recurrent Neural Network In a feed-forward neural network, the decisions are based on the current input. It 

doesn’t memorize the past data, and there’s no future scope. Feed-forward neural networks are used in general 

regression and classification problems. 

 

IV. WORKING OF RNN 

RNNs are a powerful and robust type of neural network, and belong to the most promising algorithms in use 

because it is the only one with an internal memory. 

A recurrent neural network (RNN) is a special type of an artificial neural network adapted to work for time 

series data or data that involves sequences. Ordinary feed forward neural networks are only meant for data 

points, which are independent of each other. However, if we have data in a sequence such that one data point 

depends upon the previous data point, we need to modify the neural network to incorporate the dependencies 

between these data points. RNNs have the concept of ‘memory’ that helps them store the states or information of 

previous inputs to generate the next output of the sequence. 

The logic behind an RNN is to save the output of the particular layer and feed it back to the input in order to 

predict the output of the layer. 

Below is a simple example of how you can convert a Feed-Forward Neural Network into a Recurrent Neural 

Network (RNN). 

 

 
 

Fig 4.1. RNN 

On the left side of the image, represent the following: 

 X - is the input layer. 

 h - is the hidden layer and it holds the information for the previous output and feeds it back to itself.  y - 

is the output layer 

 A, B, C are the parameters to improve the output of  the model.
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The Activation Function 

We can use any activation function we like in the recurrent neural network. Common choices are: 

 Sigmoid function 

 Tanh function 

 Relu function 

Types of RNNs 

There are different types of recurrent neural networks with varying architectures. Some examples are: 

1) One To One 

 
Here there is a single pair. Traditional neural networks employ a one to one architecture. 

2) One To Many 

 
In one to many networks, a single input can produce multiple outputs. Music generation is an example area, 

where one to many networks are employed. 

3) Many To One 

 
In this case many inputs from different time steps produce a single output. 

4) Many To Many 
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There are many possibilities for many to many. 

B. Different RNN Architectures 

There are different variations of RNNs that are being applied practically in machine learning problems: 

Bidirectional recurrent neural networks (BRNN) 

In BRNN, inputs from future time steps are used to improve the accuracy of the network. It is like having 

knowledge of the first and last words of a sentence to predict the middle words. 

1) Gated Recurrent Units (GRU) 

These networks are designed to handle the vanishing gradient problem. They have a reset and update gate. These 

gates determine which information is to be retained for future predictions. 

2) Long Short Term Memory (LSTM) 

LSTMs were also designed to address the vanishing gradient problem in RNNs. LSTM use three gates called 

input, output and forget gate. Similar to GRU, these gates determine which information to retain. 

 

V. WORKING OF CNN. 

A convolutional neural network is a feed-forward neural network that is generally used to analyze visual 

images by processing data with grid-like topology. It’s also known as a ConvNet. A convolutional neural 

network is used to detect and classify objects in an image. 

Fig 5.1. CNN 

 
 

Layers in a Convolutional Neural Network 

A convolution neural network has multiple hidden layers that help in extracting information from an image. 

The four important layers in CNN are: 

1. Convolution layer 

2. ReLU layer 

3. Pooling layer 
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4. Fully connected layer 

Convolutional Neural Network Design : 

The construction of a convolutional neural network is a multi-layered feed-forward neural network, made by 

assembling many unseen layers on top of each other in a particular order. 

It is the sequential design that give permission to CNN to learn hierarchical attributes. 

In CNN, some of them followed by grouping layers and hidden layers are typically convolutional layers 

followed by activation layers. 

The pre-processing needed in a ConvNet is kindred to that of the related pattern of neurons in the human brain 

and was motivated by the organization of the Visual Cortex. 

Difference between CNN and RNN 

         

CNN     RNN    

It  is  suitable  for  spatial  

data  RNN   is   suitable for 

such as images.    

tempora

l data,  also 

     called sequential data. 

      

CNN is considered to be more  RNN 

include

s  less 

powerful than RNN.   feature compatibility 

     

when compared to 

CNN. 

     

This  network  takes  fixed  

size  RNN can handle 

inputs and generates fixed 

size  

arbitrar

y input/output 

outputs.     lengths.    

      

CNN is a type of feed-forward  RNN unlike  feed 

artificial  

neural network with  forward neural networks 

variations of multilayer  

-  can  use  their  

internal 

perceptron

s designed  to use  

memor

y to process 

minimal amounts of  

arbitrar

y 

sequence

s of 

preprocessing.    inputs.    

         

Table 5.1. Comparison of CNN and RNN 

 

RNN or CNN: Which one is Better? 

Type of input data 
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While RNNs are suitable for handling temporal or sequential data, CNNs are suitable for handling spatial data 

(images). Though both models work a bit similarly by introducing sparsity and reusing the same neurons and 

weights over time (in case of RNN) or over different parts of the image (in case of CNN). 

Computing power 

Since both RNN and CNN are used for different purposes by the data scientists and deep learning researchers, it 

might not be appropriate to compare their computational ability. Though if we had to, CNN would be more 

powerful than RNN. That’s mainly because RNN has less feature compatibility and it has the ability to take 

arbitrary output/input lengths which can affect the total computational time and efficiency. On the other hand, 

CNN takes fixed input and gives a fixed output which allows it to compute the results at a faster pace. 

Architecture 

Convolutional neural networks use the connectivity patterns available in neurons. Inspired by the visual cortex of 

the brain, CNNs have numerous layers and each one is responsible for detecting a specific set of features in the 

image. The combined output of all the layers helps CNNs identify and classify images. 

Recurrent neural networks use time-series information to identify patterns between the input and output. The 

memory of RNN algorithms allows them to learn more about long-term dependencies in data and understand the 

whole context of the sequence while making the next prediction. 

 

CONCLUSION 

We found that RNNs perform well and robust in a broad range of tasks except when the task is essentially a 

keyphrase recognition task as in some sentiment detection and question-answer matching settings. In addition, 

hidden size and batch size can make DNN performance vary dramatically. This suggests that optimization of 

these two parameters is crucial to good performance of both CNNs and RNNs 

They apply to different data and different purposes, so there's no exact comparison on powerfulness. The RNN is 

used to predict continuous or time step data, including natural language. The CNN is used for multidimensional 

data, like image or video. 
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ABSTRACT
Cloud storage is vital nowadays due to its scalability and availability. Clients can save their informa-
tion on cloud without sustaining a local replica. To maintain privacy, the owners can confirm the
integrity of the outsourced information. Users allow third-party auditors to prove the honesty of
the data saved on the cloud server. Data integrity checking, plays a crucial role in safeguarding the
user’s data, particularlywhen kept in public clouds such asMicrosoft Azure. To ensure the availability
of stored data, users prefer multiple copies of data at multiple locations. Honesty checking of multi-
ple copies can also be guaranteed with integrity checking techniques. Even though various scholars
have proposed several multi-replica truthfulness checking schemes, many possess computational
overhead during honesty verification. In this paper, an enhanced puncturable pseudorandom func-
tion is proposed to bring down the third-party auditor’s processing overhead, as well as the cloud
server during proof verification and proof generation of replica data blocks. The scheme supports
dynamic updating of stored data in the cloud server with less communication overhead for inser-
tion/modification and deletion. An indistinguishability obfuscation-based program is also used to
preserve the confidentiality of the data stored.

KEYWORDS
Cloud computing; Cloud
security; Data integrity;
Dynamic updating;
Multi-replica verification;
Puncturable pseudorandom
function

1. INTRODUCTION

With the emergence of big data and its applications,
cloud storage and services are regularly used by an
increasing number of users. Cloud computing is a dis-
tributed computing system with a virtual platform that
is widely used for big data depository and data han-
dling. The major cloud services include IaaS, PaaS and
SaaS, which provide storage and computing services, a
platform or environment for developing software and
software services, respectively. Private, public, commu-
nity and hybrid clouds formdifferent deploymentmodels
which help individuals to store their data for various pur-
poses. Cloud computing uses a pay-as-you-go model for
payment.

The security or privacy of the data kept inside the cloud
computing platform is a serious challenge. Because their
data has been outsourced to cloud service providers,
customers have no direct control over it. Several data
integrity checking methods [1] have been developed
to guarantee the truthfulness of the information out-
sourced.

Nowadays, to provide redundancy, multiple clones of
outsourced data are being placed with cloud service
providers [2, 3]. Here, instead of storing only the original

data on a single server, numerous replicas of informa-
tion are stored across multiple servers. Multiple copies of
cloud information storage are mainly because of catas-
trophic failures or any other database failures of the
primary server, thus providing disaster recovery. Hence
muti-replica storage systems provide persistency, avail-
ability and expandability of stored data.

Data replication makes it more difficult to confirm the
privacy and honesty of the data since we need to authen-
ticate all of the clones kept on separate servers. Vari-
ous public verification schemes were developed by many
scholars to check the multiple copies stored on multiple
servers. Third-party auditors are delegated to validate the
stored replicas so as to reduce the load of users.

Figure 1 shows a fundamental depiction of a multi-
replica cloud system.

Dynamic updating of data in cloud storage is also sup-
ported in some schemeswithmulti-replication. Dynamic
updating operations include insertion of data, deletion
of data and modification of information in the already
stored cloud data. Some schemes support multi-cloud
storage, which is more complicated and needs much
consideration.

© 2022 IETE
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Figure 1: Fundamental representation of multi-replica system

To validate the honesty of the data warehoused on mul-
tiple servers, the proposed scheme offers an enhanced
puncturable pseudorandom function. The systemdivides
the entire file into several blocks, each of which is divided
into sectors. An obfuscation program is generated by the
user to offer the security of the information stored. The
output of the enhanced pseudorandom function of each
block is sent to the third-party auditor, which can be used
for verification purposes. The servers can execute the
obfuscation program to compute the proof of data saved
on many servers. The enhanced pseudorandom function
is generated by the file tag, block tag and the correspond-
ing block for verification with the help of a key ε. When
the user has to check the originality of the data stored on
cloud servers, he can delegate a third-party auditor for
the purpose. Then the output for the enhanced pseudo-
random function is sent to the third-party auditor along
a protected channel by the user. The third-party audi-
tor will generate a pseudorandom permutation key p1
for each audit and compute the signature of the corre-
sponding blocks for verification. The signature consists
of the output of the enhanced pseudorandom function
and the pseudorandom permutation key encrypted with
the user’s public key. At the time of replica generation,
a pseudorandom number is generated and concatenated
with each block of the file. The pseudorandom number
will be different for each replica stored on various servers.
The construction of the suggested method is shown in
Figure 2.

Figure 2: Enhanced PRF multi-replica scheme

Our Contributions: The following are the three phases
in which we have contributed to this paper:

(1) Our scheme implements an enhanced pseudoran-
dom permutation function which reduces the third-
party auditor’s proof verification time as well as,
lessens the cloud server’s proof generation time and
the tag generation time.

(2) Our scheme supports dynamic updating, modi-
fication and deletion of the stored data in the
cloud server with less communication overhead and
checks the data integrity on the modifications.

(3) Our scheme verifies all replica blocks at once,
irrespective of the number of replicas. Also, the
approach employs the indistinguishability obfusca-
tion principle to protect user’s data.

Paper organization: The remaining part of the paper is
organized as follows: Section 2 frames the related work.
Section 3 offers a comprehensive elucidation of the sug-
gested method. Section 4 gives the execution and results
of the suggested method. The advantages of our system
are shown in this section, which compares the proposed
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scheme to three prevailing schemes. Section 5 is a sum-
mary of the entire study.

2. RELATEDWORK

Remote information truthfulness checking concepts are
suggested by several scholars [4]. The most extensively
used integrity verification concepts are the PDP approach
suggested by Ateniese et al. [5], the POR scheme intro-
duced by Juels and Kaliski [6], and its modifications
[7]. The security technique proposed by Zhu et al.
[7] uses a multiprover zero-knowledge evidence pro-
cess that satisfies completeness, expertise coherence, and
zero-knowledge features. Additionally, the performance
optimization mechanisms for the scheme are expressed
by presenting an effective way of picking appropriate
parameters to reduce users’ and storage service benefi-
ciaries’ computation costs. ArmKnecht et al. [1] intro-
duce the concept of outsourced proofs of retrievability
(OPOR), wherein the users have the ability to delegate
the performance and verification of POR with the cloud
provider to an external auditor. For OPOR, a formal
framework and a security model is suggested. Also, the
scheme suggests a basic process for converting a pub-
lic POR to an OPOR. Indistinguishability obfuscation
(iO) [8] concept maintains the functionality of jumbled
software programs. In 2019, Sun et al. [9] suggested
a puncturable pseudorandom function-based efficient
iO approach. Many scholars propose dynamic audit-
ing schemes [10] and privacy-preserving verification
schemes [11, 12].

Multi-replica schemes are also proposed by various
scholars [13, 14] to provide reliability and availability.
Themulti-replica PDP scheme suggested by Liu et al. [15]
was based on the Merkle hash tree. Earlier multi-replica
schemes did not support dynamic updating, but today
many strategies are introduced with dynamic updating
[15]. Bian and Chang [2] offer a certificate-less verifiable
data possession approach for multiple copies and clouds.
The method builds a tangible protocol whose protection
can be demonstrated using the classic Computational
Deffie-Hellman (CDH) assumption. Anovel CAA (Com-
pressed Authentication Array) based data structure for
multi-replica verification has been introduced by Peng
et al. [16]. Guo et al. [17] proposed a secure authenticated
multi-replica verification tree schemewhich brings down
the storage cost of the tree. The scheme supports batch
verification also.

Some schemes support multi-cloud storage [18, 19]. The
first ID-based multi-cloud storage scheme was proposed
by Wang [20]. Peng et al. [21] fixed the security flaws

in Wang scheme. Li et al. [22] suggested a multi-cloud
storage that offers a new identity-based PDP system
that supports multiple replicas. This method is the first
IDPDP scheme that supports multi-replica and multi-
cloud servers. In this method, all replicas are distributed
to several cloud-based servers. These servers work collec-
tively to keep the users’ information. The truthfulness of
all replicas can be verified simultaneously with the help of
homomorphic verifiable tags. The Computation Diffie-
Hellman (CDH) hard problem evidenced the security of
the method.

Wang et al. [23] suggested a flexible and effective remote
information integrity method using an Id-based PDP
scheme. Based on the permission of the original user,
the suggested technique can perform private remote data
honesty verification, deputized remote server truthful-
ness checking, and public remote server truthfulness
checking. Li et al. [24], suggested a data truthfulness ver-
ification approach which possesses high communication
overhead and also, the protocol is not entirely identity-
based. Ji et al. [25] suggested amethod in order to address
these two flaws, by implementing a tag-aggregating tech-
nique and a flexible data-splitting system. Using the cer-
tificateless signature technique, Li et al. [26] unveiled a
novel RDPC procedure for verifying the data integrity
revealed among a cluster. To guarantee that the right pub-
lic keys are selected during data integrity verification,
every user’s public key is connected with their distinct
identity. As a result, the certificate is no longer required,
and the issue of key escrow is also resolved. Focusing on
the homomorphic hash function, Yan et al. [27] intro-
duced a new effective RDPC method. Relying on a basic
security framework, the novel system is safe and efficient
against forgery, replace, and replay attacks. Also, Yan
et al. [28] introduced an innovative RDPC system with
the authorized validator, where the data owner names a
particular verifier to confirm the accuracy of the data.

A multi-replica multi-cloud certificate-less verification
system constructed on blockchain technology was intro-
duced by Yang [29]. The dynamic hashing table and
update log table are used in this method to accom-
plish dynamic updates of group user information and
identity monitoring. All clones are stored on various
cloud servers, allowing for simultaneous auditing of their
integrity. Chang et al. [30] suggested a novel PoR protocol
named the admissible POR method with additional con-
straint conditions. The method considers whether any
protected PoR technique is likely to construct a secure
network scripting strategy and, if so, under what cir-
cumstances. To address the shortcomings of the orig-
inal Usable Cloud Storage Auditing (UCSA) protocol
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proposed by Chen et al. [31], Wang et al. [32] pre-
sented an Improved UCSA (iUCSA) protocol. A secure
Cloud Server Auditing (CSA) protocol is a strategy that
is equipped with cloud storage system elements to check
whether the user’s saved data is secure or not. CSPs can
also use this protocol to demonstrate the reliability of
their services, gaining new customers.

Zhou et al. [33] present a multiple-copy verifiable infor-
mation possession for cloud-based Electronic Medi-
cal Record (EMR) systems that protects EMR data
integrity and privacy. The method creates a one-of-a-
kind dynamic system that enhances theMerkleHashTree
for multiple copy storage while also achieving compre-
hensive dynamics quickly and safely for data updates.
Furthermore, the idea uses a randommasking technique
to construct identifiable duplicate chunks of one block.
The architecture prohibits a validator from obtaining
health records via challenge responses while simultane-
ously prohibiting unwanted access to the material.

3. PROPOSED SYSTEM

3.1 Overview

The proposedmethod is constructed based on the notion
of [8] and [9]. The scheme uses an enhanced punc-
turable pseudorandom function to assure the originality
of the data warehoused inside the cloud server. With this
approach, the hash value of the whole file need not be cal-
culated each time to check the honesty of the data file,
but to calculate only the hash value of the data block to
be checked. In our approach, the safety of the data that
has been stored will be ensured by the obfuscation pro-
gram generated by the user. The enhanced puncturable
pseudorandom function uses the hash value of the file
tag, the block to be checked and the corresponding block
tag with the help of the key ε. The file tag and block
tag values are precomputed so as to reduce the compu-
tational overhead. The approach reduces the computing
burden on both the TPA and the server side. Apart from
honesty checking, the scheme supports dynamic updat-
ing, modification and deletion with less communication
overhead.

3.2 Bilinear Pairing

Consider that -G1 and -G2 are two multiplicative groups
of identical prime order p. Allow g1 to be the generator
of -G1 and g2 be the generator of -G2. If a function ҽ: -G1
× -G1 → -G2 has the following characteristics, it is called a
bilinear map. The properties are:

Bilinearity: ҽ (9u, bv) = ҽ (9, b)uv, for all 9, b ∈ -G1 and
all u, v ∈ Zp.

Non-Degeneracy: It is stated as, for the generator g1 in
-G1, ҽ (g1, g1) �= 1.

Effective Calculation: ҽ (9, b) can be effectively calcu-
lated for every 9, b ∈ -G1.

3.3 System Construction

A user U, a third-party auditor TPA, and a cloud server
C encompass the suggested technique. The ensuing eight
algorithms are involved in the methodology:

Setup: This algorithm generates the confidential param-
eter cp and the public parameter pu by selecting a security
parameter W. A signing key pair (scp, spu) is first selected
by the user and then takes k1, k2 ∈ Zp as two random
elements which can be used for replica generation and
block tag computation respectively. Also, N number of
arbitrary components y1, . . . . . . . . . ., yN are selected by
the user. Now the user calculates: σ = g1

k2 ∈ -G1. A
pseudorandom permutation key() and a pseudorandom
function Ýkey() are determined by the user. The confi-
dential parameter cp is given as (k2, scp) and the public
parameter pu is given as (σ , spu, y1, . . . . . . , yN).

ReplicaGen: The user is the one who executes this
algorithm. The user generates replica blocks for n num-
ber of servers, {Si}i= 1,2, ... n. The user divides each replica
of the information file Fi into -r number of blocks,
Fi = (bi1,bi2, . . . ..bi-r), ie {bj}j= 1,2, . . . . . . -r. Each block is
fragmented into s̃ number of sectors. The original file
Fi is named by the user with a random element, ä
∈ Zp, and is used as the file identifier for identify-
ing the file. The replica generation for n servers is as
follows:

(a) For each server Si and for each data block bij, a pseu-
dorandom number, ρij is generated, ρij =  (k1, ä ||
i||j||W)

(b) The user then computes Mij = bij + ρij. Here the
pseudorandom number ρij generated for block bij
and server Si, is added with the corresponding block
bij of the corresponding server Si.

(c) The file replica for server Si is given as, ä = (Mi1,
Mi2, . . . Mi-r), i = 1,2 ... ... n.

Store: The user performs this algorithm as well. The
algorithm computes a file tag used to determine the text
information’s coding scheme inside files for each file and
also calculates the corresponding block tags. A file tag
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t = ä||-r|| y1, . . . yN ||Sig() is the user’s calculation, where
sig() = sigscp (ä||r|| y1, . . . yN) is a strong signature sys-
tem. Then, a block tag {cj}j= 1,2, . . . . . . -r is produced by the
user for each data block for the file ä:

cj =
(
h(j||ä) ·

∏s̃

l=1
∪lbj

)

in which, h (): {0,1} ∗ → -G1 represents the cryptographic
hash function and

∏s̃
l=1 ∪lbj is an aggregated tag∈ -G1 for

the information blocks of the similar index number in all
copies.

The information, including the file tag, block tags and the
obfuscated files are subsequently outsourced to the server
by the user.

Audit: This algorithm makes use of an enhanced PRF
(puncturable pseudorandom function) in order to verify
the honesty of the information kept inside the cloud. The
cloud user picks an enhanced PRF key ε and uses the sign-
ing key pair (scp, spu) for each server Si. The user then
creates an obfuscation program, Z = iO(Auditε,spu). This
program will be sent to the server for executing the proof
generation and the enhanced PRF key, ε is dispatched to
the third-party auditor for verification along a protected
network.

The third-party auditor produces a challenge message
{p1, p2} and sends the challenge to the cloud server in
order to verify the originality of the data kept inside the
cloud server, where p1 is the key to the pseudorandom
permutation and p2 is the key to the pseudorandom func-
tion. For each audit, the third-party auditor chooses a
pseudorandom element p1.

The Auditε,spucan be computed as follows:

Auditε,spu:
Input: t, {j}, cj, p1, p2
Constants: ε, spu
Compute −H = EPRF (ε, h(j|| t || cj || p2))
Output Sigspu (−H || p1)

Proof: This algorithm is managed by the cloud server.
When the server obtains the challenge message {p1, p2}
from the TPA, it first searches the warehoused files for
the file’s matching data block. The server will then calcu-
late the matching data block’s proof Prf and deliver it to
the TPA.

For proof generation, the server chooses the correspond-
ing file tag t, block tag cj, the parameter ρij and the
public parameters. In addition to this, the aggregated

tag
∏s̃

l=1 ∪lbj for the information blocks of the similar
index number is computed. Also, the server computes
the pseudorandom function Ýkey(), ie Ýp2(ä||j||W) and
the pseudorandom permutation key(), i.e. p1(ä||j||W).
Finally, the proof, Prf will be generated:

Prf = Z(t, {j}, cj, þ1, þ2)

The proof or evidence Prf is obtained by the TPA from
the cloud server.

Verify: This algorithm is managed by TPA. After receiv-
ing Prf from the server in the cloud, TPA calculates
the pseudorandom permutation p1(ä||j||W) and pseu-
dorandom function Ýp2(ä||j||W) and the truthfulness of
the data is confirmed by means of the ensuing equation:

−H = EPRF(ε, h(j||t||cj||þ2))

Prf = Sigspu(−H||þ1)

If this verification is truthful, it outputs 1 otherwise 0.

Update: This algorithm is performed by the user. The
algorithm is an update request to the cloud server by the
user. The request includes either of the three data block
operations: modification, insertion or deletion, on file
copies stored on the cloud server. A request for file update
is sent to the cloud server by the user as follows:

(ä, blockop, bij, cj, bij′, cj′)

where ä is the file identifier, blockop is the data block
operation (modification, insertion or deletion) to be per-
formed on the data block, bij and cj, are the original data
block and the actual block tag correspondingly and bij′
and cj′ are the new information block and the new block
tag to be updated respectively.

ExecUpdate: This algorithm is managed by the cloud
server. With this algorithm, the cloud server performs all
of the updates requested by the user. When the Update
request is obtained by the cloud server, it executes the
ExecUpdate algorithm. For the file identifier ä, the cor-
responding data block operations will be executed. The
data block bij is replaced by bij′ and the data block tag
cj will be replaced with cj′. The output of this algorithm
will be an updated file with parameters, (ä, bij′, cj′).After
any block operation, the user implements the challenge
protocol to ensure that the operations are accomplished
correctly. Thus, the enhanced PRF has to be implemented
by the TPA to update one data block.
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4. PERFORMANCE ANALYSIS

This section elaborates on the execution and perfor-
mance of the proposedmethodology. The first part of our
implementation has made a comparative assessment of
the suggested scheme and Wei Guo et al. [17] scheme,
based on parameters comprising time taken for gener-
ating tags, generating proof, verification and generating
replicas. The experiment was simulated on a 64-bit Win-
dows 10 PC with an Intel ® Core TM i5-7300HQ processor
at 2.50GHz and SSDwith 8GB. Jar files as well as a jdk file
with version 1.8 are the libraries being utilized. A 256-bit
key-sized elliptic curve is used in our methodology. An
average of 10 trials are executed for simulation of each
parametric measurement.

In our scheme, a sustained size of 1 MB file is presented.
The computation overhead of tag generation time ismea-
sured first in the method. Figure 3 depicts the compara-
tive assessment of tag generation time of our method and
the scheme in Ref. [17]. In this phase, the user can pre-
compute h(j||ä) and a lookup table can be constructed
to execute the operations in our scheme. To verify all
the replicas, only one set of tags is computed. Thus, our
method is unaffected by the number of replica blocks,
unlike in scheme [17], which is affected by the number
of replica blocks. Our approach has an average of 8 s to
generate the tag, which is less than the schemementioned
in Ref. [17].

Figure 4 depicts the time to generate proof of ourmethod
and the method in Ref. [17]. To provide the evidence of
the data warehoused inside the cloud server, our tech-
nique employs an enhanced PRF. In the proof generation
phase, the server is computing Z (t, {j}, cj, p1, p2),where cj
and t are pre-computed, thereby the server’s computing
load is reduced. The exponential operations are also less.
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Figure 3: Time to generate tag for method [17] and proposed
scheme
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Figure 4: Time to generate proof for method [17] and proposed
scheme

Also, a complete file hash value need not be calculated
each time to check the honesty of the data file, but only
the hash value of the data blocks to be examined is calcu-
lated. The proof generation time for three replica blocks
for our scheme is 0.4 s, which is less than the scheme
mentioned in Ref. [17].

Figure 5 depicts the verification overhead of our approach
and the method in Ref. [17]. In this phase, the TPA is
verifying the signature Sigspu (−H || p1). The time needed
for verification in our scheme is constant and is 0.18
s, which is less than that of the scheme given in Ref.
[17]. This is because the verification time required in the
scheme mentioned in Ref. [17] depends on the number
of replica blocks, whereas our scheme does not depend
on the number of replica blocks.

Figure 6 depicts the time to generate a replica, of our
scheme and the scheme in Ref. [17]. In this phase, the
user computes Mij = bij + ρij to generate the replica
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Figure 5: Time to verify proof for method [17] and proposed
scheme
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Figure 6: Time to generate replica formethod [17] and proposed
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Table 1: Comparative analysis of similar existing methods
based on replica numbers

Performance Metrics

TagGen ProofGen Verification ReplicaGen
(s) (s) Time (s) (s)

Replica numbers 3 4 3 4 3 4 3 4
Sl. No. References
1 17 30 38 0.63 0.85 0.6 0.9 0.07 0.09
2 19 10 10 0.6 0.62 0.25 0.25 0.08 0.1
3 9 15 20 8 10 0.22 0.23 8 10
4 Proposed 8 8 0.48 0.56 0.18 0.18 0.08 0.1

blocks. The time for generating three replicas in our
scheme is 0.08 s, which is less than that required for the
scheme given in Ref. [17].

Table 1 presents a comparative analysis of current meth-
ods that are similar and a proposed strategy based on
the number of replicates. In order to analyze the meth-
ods, four metrics are chosen: time to generate tag, time to
generate proof, time to verify proof and time to generate
replica. The analysis depicts that our proposed scheme
has less time to generate tags, proof, verify and replica
generation when compared to all other methods. We
compared our scheme with Liu et al. [15], Peng et al.
[21] and Guo et al. [17]. Our scheme has a constant tag
generation time and verification time of 8 and 0.18 s,
respectively. The scheme does not depend on the number
of replica blocks to compute tag and verify proof of the
blocks. Eventhough the number of replica blocks affect
proof computation and replica creation; the execution
time is negligible for our scheme when related to other
similar existing methods.

The second part of our implementation has been a com-
parative study between the proposed scheme and the Liu
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Figure 7: Communication overhead for insertion/modification

0

500

1000

1500

2000

1 2 3 4 5 6 7 8 9 10

)setyB( derrefsnarT ataD

Number of Replicas

Communica�on Overhead for 
Dele�on

MuR-DPA Our Scheme

Figure 8: Communication overhead for deletion

et al. [15] scheme based on the communication over-
head for “dynamic updates”. The parameters chosen are
insertion/modification and deletion.

Figure 7 depicts the communication burden for “inser-
tion/modification” operations of our approach and the
method inRef. [15]. The communication overhead of our
scheme for three replica blocks needs only 1000 bytes,
which is less than that of the scheme mentioned in Ref.
[15].

Figure 8 depicts the communication overhead required
for “deletion” operation, of our approach and themethod
in Ref. [15]. The communication burden of our scheme
for three replica blocks needs only 890 bytes, which is less
than that of the scheme mentioned in Ref. [15].

5. CONCLUSIONS AND FUTUREWORK

In this paper, an enhanced puncturable pseudoran-
dom function is presented to decrease the computa-
tional burden during the proof creation and verification
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of multiple-replicas. Bilinear pairings are used for the
implementation. The scheme verifies all replica blocks at
once without depending on the number of replicas. The
proposed scheme can attain privacy for all replicas with
the help of an indistinguishability obfuscation program
produced by the user. Less communication overhead is
possessed by the scheme at the time of dynamic updating.

As a future work, we can further extend our experi-
ments with batch verification of users using an enhanced
puncturable pseudorandom function.
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Abstract
The present research paper aims to examine the influence of workplace bullying on 
employee work outcomes in terms of employee engagement and perceived internal employ-
ability. The paper also analyses the moderating role of organization-based self-esteem 
(OBSE) in the relationship between workplace bullying and employee work outcomes. The 
authors relied on cross-sectional data from teaching faculty across universities and colleges 
in South India to validate hypotheses empirically. The proposed model was tested using 
Warp-PLS and PROCESS macro in SPSS. The study reported a significant negative influ-
ence of workplace bullying on perceived internal employability and employee engagement. 
The study also found that OBSE positively moderated the negative relationship between 
workplace bullying and employee work outcomes in terms of engaging employees and per-
ceived employability. The unique aspect of this research is that it is the first time the mod-
erating role of OBSE is discussed in bullying literature. The study puts across OBSE as a 
positive organization related construct that can nullify the negative impacts of workplace 
bullying. OBSE is a crucial resource in annualizing the negative effect of bullying in the 
workplace. Policymakers should imbibe OBSE as a crucial factor in the policies and ethics 
of their organization for enhancing employee engagement and employability.
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Introduction

Daily interactions in the workplace establish critical grounds based on which organiza-
tional members are respected or not as respected. These interactions are also vital aspects 
that transfer the sense of belongingness and worth to the members (Nguyen et al., 2019). 
This unique sense of significance derived from interactions is at the heart of the human 
experience and psychological needs (Rogers & Ashforth, 2017). During such social 
exchanges, negative interactions may occur like workplace bullying, incivility, abu-
sive supervision, deviance, harassment, emotional abuse, and social undermining (Mao 
et al., 2019; Jacobsen et al., 2018). Amongst these, even after 30 years of research, bul-
lying remains a prominent issue that workplaces must solve (Agarwala, 2018; Krishna & 
Soumyaja, 2020). Workplace bullying is established as a serious work demand and has 
received much attention in the organizational psychology and behaviour literature in the 
last decade (Agarwala, 2018; Arshad & Ismail, 2018; Bartlett & Bartlett, 2011; Conway 
et al., 2021; Gardner et al., 2016; Glambek et al., 2018; Gupta, 2013; Hogh et al., 2021; 
Nielsen & Einarsen, 2012; Rai & Agarwal, 2017; Tuckey et al., 2017; Verkuil et al., 2015).

In India, teaching as a profession is considered noble; despite this, ‘Indian academia’ 
reports a high rate of workplace bullying (Agarwala, 2018; Gupta, 2013; Krishna & 
Soumyaja, 2020). Workplace bullying is described as a category of harassing behaviour 
that employees may be subjected to at any stage of their career, regardless of their member-
ship in a protected class based on gender, ethnicity, age, etc. (Leymann, 1990). The reper-
cussion of workplace bullying in academia is often reflected in the behaviour towards other 
stakeholders in an immediate environment like students. This vicious spillover effect may 
also be reflected in other work outcomes (Krishna & Soumyaja, 2020). However, research 
examining outcomes of workplace bullying literature in Indian academia is comparatively 
less (Agarwala, 2018; Gupta, 2013; Krishna & Soumyaja, 2020). Recent research identi-
fied that the literature on workplace bullying in India lacks studies on the antecedents and 
consequences of workplace bullying at the national, societal, and cultural levels, emphasiz-
ing future research in this direction (Gupta et al., 2020). Given these gaps in bullying lit-
erature in Indian academia, the present study is a modest attempt to address how workplace 
bullying influences work outcomes among Indian academics.

Adverse effects of bullying affect the organizational sustainability of higher educational 
institutions (Muazzam et  al., 2020). Organizational sustainability is associated with how 
engaged/associated employees are with their work and organization (Glavas, 2012; Zayed 
et  al., 2020). Activities that demoralize employees’ enthusiasm for the organization can 
negatively impact organizational sustainability and growth. Moreover, workplace victimi-
zation can lead to absence of employees, reduced morale and motivation, and reduced pro-
ductivity (Law et al., 2011). Although studies on workplace bullying and adverse work out-
comes, like turnover intention (Coetzee & van Dyk, 2018), workplace incivility (Meires, 
2018), and deviant behaviours (Sarwar et al., 2020), have yielded an understanding of the 
negative impact of bullying. The impact of workplace bullying and its relationship with 
positive work outcomes remain underexplored (Rai & Agarwal, 2017). While workplace 
bullying can have profound consequences in the work purview, it is vital to comprehend 
further workplace bullying and its interactions with positive outcomes in the work domain, 
like employee engagement and internal employability.

Sustainable growth of organizations is achieved by developing human resources and hav-
ing a positive mindset at work. A highly engaged workforce is quintessential for the success of 
an organization. Commitment and belongingness towards the organization are evident while 
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assessing employees’ perceived internal employability as it indicates whether employees plan 
to continue with the organization (Nimmi et  al., 2020). From an employee perspective, an 
optimum balance between resources and demands is essential for a sustainable career.

Perceived internal employability is an indicator of increased productivity and higher reten-
tion of employees (Sánchez-Manjavacas et al., 2014). A greater sense of employability is asso-
ciated with career satisfaction and wellbeing (Gowan, 2012). Employees with higher internal 
employability perceptions are confident that they are competent and competitive. Referred to 
as employees’ alignment of current and future career prospects within the company, perceived 
employability is affected by individual differences. External realities relating to work and 
work environment help to nurture or hinder perceived internal employability (Cerdin et al., 
2020). Uncertainties and contingencies at work results in less cognitive resources for employ-
ees which can negatively impact their internal employability perceptions (Cerdin et al., 2020).

Employee engagement can be defined as a “positive, active, work-related psychological 
state operationalized by the maintenance, intensity, and direction of cognitive, emotional, and 
behavioral energy” (Shuck et al., 2017, p. 269). Kahn conceptualizes engagement as harness-
ing selves in one’s work roles cognitively, physically, and emotionally, driving in-role behav-
iours (May et al., 2004). The psychological conditions of meanigfulness,safety and availability 
has to be met for engaging the employees (Kahn, 1990). Research revealed that psychological 
conditions influence the overall employee engagements. (Allen & Rogelberg, 2013). Engage-
ment creates a psychological connectedness with employees’ work, and engaged employees 
encompass high levels of energy and are enthusiastic about their work. They also often get 
fully engrossed in their work and execute their role and responsibilities at a higher quality 
level. In organisations harmful social stressors like workplace bullying causes disengage-
ment and disrupts the organisational productivity, increased intent to quit and decreased 
employee performance (Trépanier et al., 2013; Serban et al., 2022). Thus, when the psycho-
logical conditions are not met in the organizations, it can affect the employee’s psychological 
health. Employee disengagement is a prominent indicator of such poor psychological health in 
employees.

Resource theory literature (Hobfoll, 2012) highlights the importance of resource caravans 
and resource passageways for a sustainable career. Bullying is characterized as a job demand 
that drains out the positive resources in an employee. More and more resources are needed to 
buffer the drain of resources. Theoretically, the study draws from the conservation of resources 
theory to decipher how workplace bullying negatively influences employee engagement and 
internal employability and how an organizational resource could mitigate this negative effect. 
The study proposes that developing organization-based self-esteem can potentially protect 
employees from the detrimental effects of bullying. Practically, this study provides insights 
into mitigating the adverse effects of bullying in the workplace and how organizations can 
play a role. The purpose of our paper is thus two-fold. First, to see if bullying negatively pre-
dicts employee engagement and perceived internal employability among academics in India as 
a case. Second, to look into whether OBSE moderates the negative relationships between the 
above said variables.

Theoretical Framework

Our study is positioned on the conservation of resource theory (COR theory). Accord-
ing to COR theory, “people strive to retain, protect, and build resources and that what is 
threatening to them is the potential or actual loss of these valued resources, Hobfoll (1989, 
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p.513)”. COR theory introduces resource passageways, representing how the external envi-
ronment, including work and non-work environment, can promote or hinder one’s resource 
gain. In this study, we place bullying as a job demand. The job demand ought to have a 
depleting role on job resources. At a work setting, employee engagement and perceived 
internal employability are considered an outcome of resource perceptions. The study pro-
poses that bullying as a job demand depletes the job resources and negatively impacts 
engagement and internal employability. The study then places OBSE as a resource pas-
sageway instigated within an employee by the organization. Thus, developed self-esteem 
in employees protects and safeguard them against incivility experienced by them at the 
workplace.

Literature Review and Hypothesis Development

Workplace Bullying and Employee Engagement

Personnel engagement is conceptualized as “the harnessing of organization members’ to 
their work roles; i.e., in engagement, people express and employ physically, cognitively, 
and emotionally during role performances (Kahn, 1990, 694)”. Engagement is about the 
willingness to invest oneself and expend an open effort to help the employer succeed. 
Employee engagement consists of three facets: trait engagement, behaviour engagement, 
and psychological state engagement (Macey & Schneider, 2008). Employee engagement is 
a crucial competitive advantage factor in human resource management practices (Albrecht 
et al., 2015). Saks (2019), in his study on the antecedents and consequences of employee 
engagement, stated a positive and significant relationship of employee engagement with 
job performance, organization commitment, and organizational citizenship behaviour. 
Employee engagement can be better understood by understanding the sources creating 
employee engagement.

The COR theory gets aligned with this perspective. The demands and resources 
employees collect in the organization play a vital role in engaging them. This is because 
employees’ intrinsic and extrinsic motivation gets strongly influenced by these demands 
and resources, which results in their engagement level (Nazir & Islam, 2017; Tesi, 2021). 
Workplace bullying covers a set of negative behaviours aimed toward an individual at 
the workplace (Einarsen et  al., 2009). Bullying acts as a job demand that drains out the 
resources of an employee and negatively impacts the positive job outcomes of employees. 
Workplace bullying is primarily defined as “repetitive acts of harassment, such as social 
isolation and verbal abuse, which one or more perpetrators commit over an extended 
period (six months or more)” (Einarsen et al., 2020, p.22). There are a series of negative 
consequences of workplace bullying (Coetzee & van Dyk, 2018; Meires, 2018; Sarwar 
et al., 2020). Engagement with work or organization is the result of actual or anticipated 
resource gain enhancing energetic resources. The washout of resources due to bullying can 
reduce engagement with the organization. Based on previous empirical findings (e.g., Ein-
arsen et al., 2018; Meriläinen et al., 2019; Park & Ono, 2017), based on the above discus-
sions, we hypothesize that workplace bullying is negatively related to engagement, espe-
cially employee engagement.

H1: Workplace bullying negatively predicts employee engagement
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Workplace Bullying and Perceived Internal Employability

Employability perception is defined as an individual’s perception of his or her chances of 
attaining and maintaining employment (Vanhercke et al., 2014). Assessing employability 
perceptions is essential as employees’ perceptions rather than reality activate their cogni-
tions and behaviours (Vanhercke et al., 2014; Nimmi et al., 2020). There are two dimen-
sions of perceived employability, namely, perceived internal employability and perceived 
external employability. According to Rothwell and Arnold (2007), internal employability 
is the perceived value of the occupation with the current employer or within the labour 
market. In contrast, external employability reflects the perceived value of employment in 
the external labour market.

Research reveal that, employability is a key job resource, impacting the subjective 
career success and job performance within organizations. (Bozionelos et  al., 2016). The 
COR theory places perceived employability as a vital resource (Kirves, 2014) to enable an 
individual to adapt to the changing work environment (Baruch, 2014; Baruch & Rousseau, 
2019) and as an individual coping mechanism for job security and a sustainable career 
(Donald et  al., 2020). Perceived employability is considered an outcome of interactions 
between structural factors (Job market and Organisational) and internal factors (Bernt-
son, 2008). Several factors like training, work experience, interpersonal relationships, and 
constructs like, protean career attitude, and spirituality affect the employability perceptions 
of a person (Cortellazzo et al., 2020; Groot & Van Den Brink, 2000; Nimmi et al., 2020; 
Nimmi et  al., 2021). Organizational factors like HRM practices are associated with per-
ceived internal employability (Akkermans et  al., 2020). Perceived internal employability 
explains organizational outcomes like desired commitment, loyalty, adaptability, and pro-
ductivity (Sánchez-Manjavacas et  al., 2014). It is an indicator of enhanced commitment 
towards the organization and output of developmental activities provided by the organi-
zation. However, work demands like workplace bullying, which deplete resources, have 
a detrimental effect on internal employability as different bullying activities manifest into 
different adverse outcomes. Bullying depletes the resources like self-esteem, self-con-
fidence, physical and mental health, trust in the organization and colleagues (Krishna & 
Soumyaja, 2020). As these resources see a downfall, workplace bullying can be detrimen-
tal to the internal employability perceptions of individuals and job insecurity (Krishna & 
Soumyaja, 2020). Thus, we hypothesize that,

H2: Workplace bullying negatively predicts perceived internal employability.

The Moderating Role of OBSE

Pierce et al. (1989) introduced the concept of organization-based self-esteem as a multi-
faceted phenomenon. Organization-based self-esteem (OBSE) is defined as “the degree 
to which an individual believes him/herself to be capable, significant, and worthy as 
an organizational member.” The concept elaborates self-esteem, which has been stud-
ied in the individual context, to an organizational context where one’s self-evaluation 
of his/her worthiness as an organizational member is assessed. High OBSE indicates 
individuals consider themselves as essential and competent enough to be employable 
in that particular organization (Pierce & Gardner, 2004) and are highly satisfied with 
the treatment in the particular organization. OBSE is a self-concept (personal resource) 
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developed at the individual level, based on social exchange within the organization. 
According to Xanthopoulou et al. (2007), personal resources moderate the link between 
job demands and work outcomes. In this context, employees who enjoy a stronger sense 
of self-esteem can be expected to exhibit a stronger sense of performance than their low 
self-esteem counterparts (Paul V & Devi, 2018, 2020).

Recent research has revealed that psychological empowerment substantially affects 
employee engagement (Joo et  al., 2019). OBSE is an essential psychological empow-
erment resource for employees. In the organizational context, people with high self-
esteem or high levels of OBSE may be less responsive to adverse effects than employees 
with low levels of OBSE (Hui & Lee, 2000). When threatened by a hostile work atmos-
phere, employees with high OBSE may cope more than employees having low OBSE 
(Arshadi & Damiri, 2013). The theoretical explanation for the moderating role of OBSE 
comes from its role as a resource passageway. First is that OBSE acts as a resource cara-
van passageway helps to maintain resource caravan by compensating for resources lost 
at the job (Hobfoll, 2012). OBSE moderates the relationship as ‘resource passageway 
function’ as it can diminish the side effects of adverse workplace habits. So OBSE helps 
an individual to cope up with the negative impacts of workplace bullying. Based on the 
assumptions we propose,

H3: OBSE positively moderates the negative relationship between Workplace bul-
lying and employee engagement; such that the negative relationship between work-
place bullying and employee engagement is weaker for those who are high in OBSE.
H4: OBSE positively moderates the negative relationship between Workplace bullying 
and perceived internal employability; such that the negative relationship between work-
place bullying and internal employability is weaker for those who are high in OBSE.

So based on the propositions a theoretical model was framed, depicted in Fig.  1 
which was theoretically tested,

Methodology

Methods and Participants

The core aim of this study was to investigate the linkage between workplace bullying 
with employee engagement and employability. It also examined how OBSE moderates 
the relationship mentioned above among university teachers.

The population of the study constitutes permanent teachers employed with recog-
nised Indian universities and their affiliated colleges spread across Kerala and Tamil 
Nadu, in South India. Convenience sampling was chosen for the study considering the 
special interventions of Covid 19 pandemic. The methodological rigour followed in this 
study can subdue the apprehensions of choosing convenience sampling method in this 
cross-sectional study. Limiting respondents to the above criteria made OBSE, employee 
engagement, and employability relevant issues for the individual. An online survey was 
floated through the mail. Participants were assured strict academic usage of collected 
data and anonymity of their responses. Screening 269 reverted responses, nine were cast 
off due to incompletion, resulting in a sample size of 260.
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Measures

Perceived Internal Employability was assessed via 4-items based on the scale devel-
oped by Rothwell and Arnold (2007). The perceived value of occupation in the current 
organization (internal employability) with four items. A sample item was “Even if there 
was downsizing in this organization, I am confident that I would be retained.”

Organisation Based Self-Esteem was assessed with a ten-item scale developed by 
Pierce et al. (1989). A sample item was “I am taken seriously around here”.

Employee engagement was assessed using a UWES -9 developed by Schaufeli et al. 
(2006) containing 9 items. A sample item is “I feel happy when I am working intensely”.

Workplace bullying was assessed using a Short Negative Acts Questionnaire contain-
ing 9 items developed by Notelaers, Hoel, van der Heijden and Einarsen et al. (2018). A 
sample item is “in the past six months I experienced persistent criticism about my work 
and effort”.

Control Variables

Gender, total experience, years of experience in the current organization were controlled 
in the study as previous studies have denoted the impact of these variables on outcome 
variables (Pierce et al., 1989; Donald et al., 2019).

Organisation Bases 
Self-Esteem

Workplace 
Bullying

Employee 
Engagement

Perceived Internal 
Employability

Fig. 1  Proposed theoretical model
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Data Analysis Strategy

The Warp PLS was used to conduct confirmatory factor analysis (CFA), examining 
adopted study measures’ measurement model and validity. Thus, confirming the discri-
minant and convergent validity of the instrument items. Subsequently, using the PRO-
CESS macro in SPSS 23.0 (Hayes, 2013) with 5000 bootstrapped samples following 
Preacher and Hayes (2008), the structural equation model (SEM) was performed to test 
the hypothesized moderation model. Out of 260 respondents, 161 were female, and 
99 were male. Also, 35% of teachers were below 25 years, 26% were between 26 and 
35 years, 21% were between 36 and 45 years, 7% were between 46 and 55 years, and the 
remaining 11% were above the age of 55 years.

Further analysis was done in two stages. In the first stage, Harmon’s single factor test 
was applied to check for common method bias. Initial descriptive tests were conducted 
using SPSS software. Then the reliability and validity of the scales were assured. The reli-
ability of the scales was assessed using Cron-Bach alpha values. In the second stage of 
the study, the hypotheses were tested using structural equation modelling using Warp-PLS. 
The moderation effects were assessed using SPSS Macro- Hayes Model Template 1.

Results and Analysis

Descriptive Statistics

The fit of the proposed model depicted in Fig. 1 was tested with Warp-PLS v.6.0 statisti-
cal software (Kock, 2015). Each of the constructs like Bullying, OBSE are represented by 
latent factors. And each latent factors were assessed using specific scale items. Fit Indices 
are provided in Table. 1, which permits an acceptable fit for the model.

The mean, standard deviation, and correlations (Table 2) indicated a reliable correlation 
for the variables under study.

The convergent and discriminant validity was assessed using average extracted vari-
ance (AVE) and maximum shared variance (MSV); which found to be above thresh-
old levels and approves validity and reliability tests for the measures (Table.  3). The 

Table 1  Fit indices

Fit Index Value Threshold limit

Average path coefficient (APC) 0.350 P < 0.001
Average R-squared (ARS) 0.276 P < 0.001
Average adjusted R-squared (AARS) 0.261 P < 0.001
Average block VIF (AVIF) 3.34 acceptable if <= 5, ideally <= 3.3
Average full collinearity VIF (AFVIF) 2.00 acceptable if <= 5, ideally <= 3.3
Tenenhaus GoF (GoF) 0.443 small > = 0.1, medium > = 0.25, large > = 0.36
Sympson’s paradox ratio (SPR) 0.750 acceptable if > = 0.7, ideally = 1
R-squared contribution ratio (RSCR) 0.950 acceptable if > = 0.9, ideally = 1
Nonlinear bivariate causality direction ratio 

(NLBCDR)
0.750 acceptable if > = 0.7

Statistical suppression ratio (SSR) 0.720 acceptable if > = 0.7
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reliability of the constructs (Cron-Bach values) was above the accepted threshold 
(Workplace Bullying - 0.87, OBSE - 0.89, Perceived Internal Employability - 0.87, 
Employee Engagement - 0.86).

Hypothesis Testing

In order to assess the direct effects, path analysis was conducted with workplace bully-
ing as the predictor and employee engagement and perceived internal employability as 
outcomes in Warp-PLS. The direct effects were assessed from the structural model. The 
study found a significant negative effect of workplace bullying on employee engagement 
(−0.269**) and employability (−0.312**). So, hypothesis 1 and 2 are accepted.

To test the moderating hypotheses, PROCESS method (Preacher and Hayes (2004, 
2008)) was used as indirect effect can be deducted from it. Bootstrapping procedure was 
followed with around 5000 samples to give 95% confidence interval (CI) with indirect 
effect estimates. The codes for moderation analysis were captured from SPSS - Hayes 
Macro output and graphical representation were created with MS- Excel. Lastly, regarding 
the moderating hypotheses, H3 and H4, the indirect outcome of workplace bullying on per-
ceived internal employability was significant for OBSE (beta = 0.318**) and on employee 
engagement was significant for OBSE (beta = 0.468**). The positive moderating role of 
OBSE is represented in the Figs. 2 and 3. Further Tables 4 and 5 depicts the interaction 
effect of Work place Bullying on Internal employability and Employee engagement. The 
direct effect of Bullying on Engagement and Internal Employability in the presence of 
OBSE as well interaction (moderation effect) effect is evident from the tables.

Table 2  Correlation table

**. Correlation is significant at the 0.01 level (2-tailed)
*. Correlation is significant at the 0.05 level (2-tailed)

1 2 3 4 5 6 7 Mean S.D

1. Bullying 1.932 0.787
2. Perceived Employability −.165* 3.842 749
3. OBSE −.428** .573** 4.146 0.721
4. Engagement −.269** .721** .696** 4.04 0.818
5. Gender −.093 .085 .002 .163 na na
6. Total experience −.251* .042 .263** .232* .034 8.581 6.931
7. Experience in current Organization −.102 .143 .052 .199* .142 .531** 3.901 3.991

Table 3  Measurement model statistics

Constructs Type CR AVE Cronbach VIF

1.Workplace Bullying Reflective 0.902 0.708 0.877 1.293
2. Perceived Employability Reflective 0.871 0.677 0.814 2.093
3. OBSE Reflective 0.924 0.754 0.889 2.331
4. Engagement Reflective 0.91 0.717 0.867 2.313
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Discussion

The purpose of this paper was two-fold. First, to see whether workplace bullying has a det-
rimental effect on internal employability perceptions and employee engagement. Second, 
to see whether OBSE has a positive effect on the above-mentioned relationships. We found 
support for H1 (workplace bullying negatively predicts employee engagement) and H2 

Fig. 2  Moderating role of OBSE in Bullying – Engagement

Fig. 3  Moderating role of OBSE in Bullying – Employability
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(workplace bullying negatively predicts perceived internal employability). The moderating 
hypothesis put forward was also accepted. That means OBSE moderated the relationship of 
workplace bullying with employee engagement as well as perceived internal employability. 
Our study was in response to a call by Park and Ono (2017) on more representation of 
reports from the impact of bullying on employees belonging to different cultures and occu-
pations. The support to H1 addresses calls by Park and Ono, 2017 and Rai and Agarwal, 
2017 on the under-representation of the effects of workplace bullying in different cultural 
contexts and also the organization-level outcomes of workplace bullying.

Our findings of the detrimental effect of workplace bullying on engagement and 
employability are in line with the JD-R theory claiming the negative impact of workplace 
bullying on work outcomes. The potential explanation of the negative impact of workplace 
bullying is that bullying could act as a workplace demand that can mitigate the energy 
and resources of the individual. This drain of resources may lead to a decreased level of 
engagement within the organization activities as well as perceiving low internal employ-
ability. The moderating role of OBSE is very much evident from the regression coefficient 
and Figs. 2 and 3. For those employees who have high OBSE, even when facing bullying 
experiences their engagement at work and internal employability seems to be high. This 
means the adverse effects of bullying are buffered by the high OBSE levels.

Theoretical Implications

The study looks into the impact of workplace bullying on important work outcomes from a 
multi-theoretic perspective. Major factors that reflect the sustainability of an organization are 
the internal employability and engagement of its employees. The study is the first among to 
look into the impact of bullying on employability. The study is significant from a socio-cul-
tural perspective as India has a collectivist culture with high power distance (Hofstede, 1980). 
A negative association was found in lieu of the JD-R model and COR model. Prior research 
on workplace bullying has not checked the buffering role of OBSE. The most significant 

Table 4  Interaction effect of 
OBSE and bullying on employee 
engagement

Dependent Variable: Employee engagement

Predictor Beta SE t p LLCI ULCI

Constant 1.32 1.01 1.3 0.03 0.68 3.34
Bullying −0.22 0.34 −0.65 0.05 −0.84 −0.25
OBSE 0.63 0.23 2.62 0.0002 0.36 0.89
Bullying*OBSE 0.46 0.08 0.244 0.04 0.27 0.85

Table 5  Interaction effect of 
OBSE and bullying on perceived 
internal employability

Dependent Variable: Perceived Internal Employability

Predictor Beta SE t p LLCI ULCI

Constant 1.49 1.07 1.38 0.17 1.18 2.23
Bullying −0.21 0.36 −0.27 0.05 −0.78 −0.31
OBSE 0.61 0.32 2.39 0.01 0.36 0.88
Bullying*OBSE 0.32 0.08 0.97 0.03 0.27 0.64
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theoretical implication of our study comes from the moderating role of OBSE. Organization 
based self-esteem acts as a source passage that alleviates the negative impacts of bullying in 
workplace domain. OBSE is an unswerving reflection of the self-perceived value that an indi-
viduals have in an organisational enviornment. Employees who perceive high OBSE, perceive 
themselves as important in the organisation and find meaning in the work they do. This is 
reflected in their future employment perceptions within the organisation. This will be directly 
reflected in their behaviours which is in lieu with the policies of the organisation and valued 
within organization. It is believed that these may result in employees’ deriving intrinsic satis-
faction, coupled with reinforcing their self-esteem (Pierce et al., 1989).

Practical Implications

The deleterious effects of workplace bullying may reflect on the sustainable growth of organi-
zations. The cues from the employees who perceive bullying shall be seriously taken up by 
HR managers and supervisors to support them and help them relieve the negative emotions. 
The study calls for interventions conducted at the organization level that can convey the value 
system within the organization and restrain individuals from bullying manifestations. It is per-
tinent to develop a work culture that nurtures creativity as well as employability rather than 
mitigating them. The study also voices the need to develop a harmonious relationship at work. 
Such an atmosphere is necessary to ensure employees that their jobs are not at stake. The 
importance of developing OBSE in an organization is conveyed through the article by looking 
into the buffering role of OBSE on the negative impacts of workplace bullying. The effects of 
employer brand image regarding their warmth and competence on employee engagement is 
influenced by their employee characteristics (e.g., experience and role) (Davies et al., 2018). 
Thus, organizations should provide the teachers with a supportive environment (Gallagher 
et al., 2021) through OBSE to enhance their positive affirmations with their role and experi-
ence accumulation, to enhance their brand image and employee engagement.

Limitations and Future Research

Future research could include observer ratings to examine how much they predict incremental 
variance over and above self-reports, which could be collected at multiple time points. Like-
wise, a longitudinal research design to attain more knowledge on causal relationships. Cultural 
differences may exist in academic settings in different countries, so the validation of models 
in different nations is a possibility. Also, another scope is to capture the difference in outcome 
on temporary and permanent employees who are subjected to bullying. Various personal and 
organization level moderators could be considered to buffer the negative impacts of bullying. 
Further studies also could come up with how bullying impacts external employability and 
turnover intentions.

Conclusion

In conclusion, our study and model constitute an important step toward understanding 
the outcomes of workplace bullying. The study also investigated the moderating role of 
OBSE in the relationship of bullying at the workplace to that of employee engagement, 
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and employability. We found that OBSE positively moderates both the relationships. This 
research work adds to the research on workplace bullying and organizational outcomes in 
academia. We also provide implications of our findings for employees in academics.
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Coir Fibre Reinforced Composite (CFRC) materials have possible applications in different areas like auto,
aviation, structural designing, sports, wind energy and so forth. Yet, CFRC drilling stances numerous
issues that decline the nature of openings. The issues which influence the nature of boring are the over
measuring, delamination factor, and the harshness of the openings. To acquire the best and ideal machin-
ing quality we should think about ideal boundaries of drilling. In this work, Taguchi’s L27 symmetrical
cluster is utilized to perform drilling of CFRC composite plate. Fuzzy and Grey fuzzy analysis on
MATLAB is also conducted to confirms the optimum values for drill diameter, spindle rotary speed and
feed rate of drill. The wear rate of the tool, material removal rate from the composite and roughness
of the surface are measured and optimized using the MATLAB analysis. Examination of difference
(ANOVA) is utilized to observe the rate commitment of the penetrating boundaries and observed that rate
of feed is the most powerful variable in boring of CFRC composites. In this investigation, the multi-
objective issue is changed over into a solitary objective improvement involving GRA method and further
vulnerabilities in the dim result are diminished by fuzzy relational hypothesis.
Copyright � 2022 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Processing and Characterization of Materials.
1. Introduction

Now a days, biodegradable based composites have greater
important and have large applications in our society. Coir Fibre
Reinforced Composite (CFRC) materials have applications in the
field of aerospace, marine activities, industries etc. So that, during
its application it is necessary to drill it to make holes. Sometime it
may cause harms like fibre pull out, roundness mistakes, delamina-
tion and interlaminar break engendering [1–4]. The destruction in
the perfectly ordered stacked layers of composite is a significant
danger to penetrating of openings that should be basically
decreased and this effect is commonly called delamination of com-
posites. The feed power and cutting boundaries have connection
and it was gotten by multivariable direct relapse and contrasted
and the exploratory outcomes [5–8]. Tsao and Chiu [9] investigated
the conceivable outcomes of sans delamination penetrating in
materials of composites. A complete examination of delamination
being used of different types of drills, for example, centre drill,
saw drill, candle drill, centre drill and step drill was made to fore-
see basic push force at the beginning of delamination and con-
trasted and the contort drill. The information boring boundaries
are to be recognized and upgraded to such an extent that these
issues are limited [9–12]. As of late, dim social examination is uti-
lized for advancement of info boring boundaries for accomplishing
great quality result execution attributes. Notwithstanding, in dif-
ferent other machining applications like EDM, welding, processing,
turning, surface imperfection too dark social advancement is
involved [13–16].

In this work, an exploratory examination is conveyed utilizing a
milling machining system for boring our CFRC plates. The investi-
gation was done based on Taguchi’s L27 symmetrical exhibit of
tests. The significant info penetrating boundaries were picked as
feed rate, axle speed and drill diameter and the reactions specifi-
cally, apparatus wear rate, removal of material rate and surface
roughness. The numerous presentation qualities that were deter-
mined are, section delamination, exit delamination and the uncon-
ventionality of bored openings. To limit the upsides of all the
previously mentioned exhibition attributes, an ideal mix of infor-
mation it is expected to penetrate boundaries. The grey fuzzy rela-
tion is utilized for streamlining of boring boundaries that limits the

https://doi.org/10.1016/j.matpr.2022.08.144
mailto:shunmugesh@vjcet.org
https://doi.org/10.1016/j.matpr.2022.08.144
http://www.sciencedirect.com/science/journal/22147853
http://www.elsevier.com/locate/matpr


Table 1
Parameters and values.
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penetrating harms. ANOVA is utilized to find the exceptionally
powerful boring parameter(s) that adds to a top-notch item.
Factor SET 1 SET 2 SET 3

Axle Speed (RPM) 2500 4000 5500
Rate of Feed (mm/min) 50 40 30
Drill Bit Dia (mm) 6 8 10

Fig. 2. Drilled CFRC Composite.
2. Experimental description

CFRC plates which we used for our analysis were produced by
laying up coir fibre and epoxy sap applying layer by layer. The
image of the material is displayed in the Fig. 1.the plate thickness
is limited to 12 mm and the drill openings are of diameters of
6 mm, 8 mm and 10 mm. The boring apparatus utilized in trial
and error was made of fast steel (HSS). The three set varieties of
feed rate and axle speed picked for this trial and error is displayed
in Table 1. The investigations are arranged according to Taguchi’s
L27 symmetrical cluster of trials. Subsequently-three set, three fac-
torial level framework is utilized in all this work. The exploratory
arrangement utilized in the current review is displayed in Fig. 2.
The penetrating investigations were completed on vertical CNC
milling machine with initially fixed cutting conditions. The push
power and force of each of the 27 investigations were estimated
utilizing piezo-electric dynamometer. The bored plate is captured
utilizing Nikon D-200 camera. This image of the infiltrated open-
ings was dealt with to CorelDRAW programming and the most
outrageous width of the hurt zone of the drilled opening is esti-
mated. And the picture of the bored openings was taken care of
coreldraw programming and the greatest distance across of the
Fig. 1. CNC Drilling of CFRC a) 6 mm drill bit diameter. b) 8 mm drill bit diameter. c) 10 mm dill bit diameter.
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harmed zone of the penetrated opening is estimated. The surface
roughness was measured by using Mitutoyo Surface Roughness
Tester.
3. Grey relational coefficient analysis

In grey relational analysis, first of all we convert the output
parameters like surface roughness, material removal rate and tool
wear rate in to normalized values. This stage of grey analysis is
called pre-processing stage. The result of this conversion is a nor-
malized value which is in the range of zero to one (Fig. 3). The next
step is to calculate the deviation range by subtracting normalized
value from one. From the deviation sequence we can find the coef-
ficient grey relation for the corresponding output parameters. The
average of this values gives the grey coefficient for corresponding
set of input parameters of feed rate, speed of spindle and diameter
of the drill. Higher the value of coefficient greater the optimization
of values. Table 2 and 3 gives the grey relation coefficient for the
sets of input parameters.
4. Fuzzy analysis

Fuzzy based analysis method is an artificial intelligence method
used for the analysis of any machining operation. In this analysis
grey fuzzy analysis using MATLAB software is used. Mandhani
MATLAB analysis is used and its methodology is shown in Fig. 3.
The main advantage of fuzzy analysis over grey analysis is that, it
is completely a programming software so that the result is accurate
and easy to calculate. Grey fussy integration is used in our analysis
for the better result with negligible errors.5 membership function
is used for input as well as for the output parameters. The linguistic
membership operate very low, low, medium, high and very high
are used here. The rules are generated based on these 5 member-
ship functions. The generation rules and membership functions
are shown in Figs. 4 and 5.
Fig. 3. Proposed Grey
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5. Result and discussion

5.1. Calculating the grey relational coefficient

The results we obtained from the analysis and testing is first we
used to calculate the grey relational grade. Here Microsoft excel
sheet software is used to calculate it. Grey relation can be easy cal-
culated using simple equations and mathematics. the equations
are feed in excel sheet and the result is generated in it. The result
is shown in Table 2 and 3. Higher the value of grey coefficient
greater its rank for optimization.

5.2. Execution of Grey-Fuzzy based method

The first stage of fuzzy analysis is to generate the membership
function for input and output parameters. The five-membership
function generated for the given parameters are shown in Fig. 4.
the best set of parameters is obtained from the value correspond-
ing to the maximum value of GFRG. These main effect values are
plotted in Fig. 5 for the machining input and output parameters
in table number 3.

5.3. Grey-fuzzy reasoning analysis

MATLAB apparatus is utilized for acquiring the grey fussy result.
The three-sided enrolment work is applied for every-one of the five
grey coefficients, each with five participation capacities and a com-
monplace plot is displayed in Fig. 5 shows the participation work
for the grey grade. The grey result is isolated into five number of
enrolment capacities. A bunch of rules were composed for actuat-
ing the fuzzy inference system (FIS) and the FIS is assessed to antic-
ipate the grey fuzzy grades for each of the 27 trials. Table 3 shows
the grey fuzzy relational grade and its organization has gotten from
the anticipated upsides of FIS. On contrasting the aftereffects of
Tables 3 and 4, clearly there is an improvement in the upsides of
grey fuzzy grade. Hence, the vulnerability of information is
decreased. Likewise, it is affirmed that the examination number
12 has the ideal blend of info penetrating boundaries. Here 4
sources of info (MRR, TWR, SR1 and SR2) and one result (GFRG)
fuzzy relational framework is utilized. The grey relational coeffi-
– Fuzzy Method.



Table 2
Standards of normalised.

Sl.
No

INPUT PARAMETERS OUTPUT RESPONSES DATA PRE-PROCESSING

Spindle
Speed
(rpm)

Feed Rate
(mm/
min)

Drill
Diameter
(mm)

MRR Surface
Roughness
(Ra) (lm)

Surface
Roughness
(Rz) (lm)

TWR MRR Surface
Roughness
(Ra) (lm)

Surface
Roughness
(Rz) (lm)

TWR

1 2500 30 6 0.2703 4.3279 15.4852 0.0092 0 0.8363 0.8363 0.86
2 2500 30 8 0.4167 4.1858 14.9769 0.0103 0.26 0.9851 0.9851 0.84
3 2500 30 10 0.5405 4.2299 15.1345 0.0119 0.48 0.939 0.939 0.81
4 2500 40 6 0.3571 4.7199 16.8878 0.0146 0.1543 0.4256 0.4256 0.76
5 2500 40 8 0.5 4.5409 16.2475 0.0162 0.408 0.6131 0.6131 0.73
6 2500 40 10 0.7143 4.7824 17.1114 0.0195 0.7886 0.3601 0.3601 0.67
7 2500 50 6 0.4167 4.9415 17.6806 0.0455 0.26 0.1935 0.1935 0.19
8 2500 50 8 0.6 4.6418 16.6083 0.0439 0.5856 0.5074 0.5074 0.22
9 2500 50 10 0.8333 4.967 17.7721 0.0558 1 0.1667 0.1667 0
10 4000 30 6 0.2703 4.3279 15.4852 0.0043 0 0.8363 0.8363 0.95
11 4000 30 8 0.3846 4.2142 15.0786 0.0049 0.2031 0.9554 0.9554 0.94
12 4000 30 10 0.5405 4.1716 14.9261 0.0038 0.48 1 1 0.96
13 4000 40 6 0.3571 4.6546 16.654 0.0092 0.1543 0.494 0.494 0.86
14 4000 40 8 0.5357 4.4983 16.095 0.0054 0.4714 0.6577 0.6577 0.93
15 4000 40 10 0.7143 4.5125 16.1458 0.0141 0.7886 0.6429 0.6429 0.77
16 4000 50 6 0.4167 4.7867 17.1267 0.0303 0.26 0.3557 0.3557 0.47
17 4000 50 8 0.625 4.5835 16.3999 0.0309 0.63 0.5685 0.5685 0.46
18 4000 50 10 0.8333 4.7994 17.1724 0.0444 1 0.3423 0.3423 0.21
19 5500 30 6 0.2703 4.3563 15.5868 0.0022 0 0.8065 0.8065 0.99
20 5500 30 8 0.4054 4.2725 15.2869 0.0016 0.24 0.8943 0.8943 1
21 5500 30 10 0.5405 4.4131 15.7901 0.0038 0.48 0.747 0.747 0.96
22 5500 40 6 0.3571 4.7668 17.0555 0.0016 0.1543 0.3765 0.3765 1
23 5500 40 8 0.5357 4.5978 16.4507 0.0038 0.4714 0.5536 0.5536 0.96
24 5500 40 10 0.7143 4.7824 17.1114 0.0049 0.7886 0.3601 0.3601 0.94
25 5500 50 6 0.4348 5.1219 18.326 0.0184 0.2922 0.0045 0.0045 0.69
26 5500 50 8 0.625 4.9244 17.6196 0.0227 0.63 0.2113 0.2113 0.61
27 5500 50 10 0.8333 5.1261 18.3413 0.0363 1 0 0 0.36

Table 3
Grey relational coefficient and grey reasoning grade.

Sl.
No

DEVAIATION SEQUENCE GREY RELATIONAL COEFFICIENT Weighted Grey Relational
Grade

Rank

MRR Surface
Roughness
(Ra) (lm)

Surface
Roughness
(Rz) (lm)

TWR MRR Surface
Roughness

(Ra) (lm)

Surface
Roughness

(Rz) (lm)

TWR

1 1 0.1637 0.1637 0.14 0.3333 0.7534 0.7534 0.7813 0.655 11
2 0.74 0.0149 0.0149 0.16 0.4032 0.9711 0.9711 0.7576 0.900 3
3 0.52 0.061 0.061 0.19 0.4902 0.8912 0.8912 0.7246 0.836 5
4 0.8457 0.5744 0.5744 0.24 0.3715 0.4654 0.4654 0.6757 0.535 17
5 0.592 0.3869 0.3869 0.27 0.4579 0.5638 0.5638 0.6494 0.592 14
6 0.2114 0.6399 0.6399 0.33 0.7028 0.4386 0.4386 0.6024 0.493 19
7 0.74 0.8065 0.8065 0.81 0.4032 0.3827 0.3827 0.3817 0.382 25
8 0.4144 0.4926 0.4926 0.78 0.5468 0.5037 0.5037 0.3906 0.466 20
9 0 0.8333 0.8333 1 1 0.375 0.375 0.3333 0.361 27
10 1 0.1637 0.1637 0.05 0.3333 0.7534 0.7534 0.9091 0.805 7
11 0.7969 0.0446 0.0446 0.06 0.3855 0.918 0.918 0.8929 0.910 2
12 0.52 0 0 0.04 0.4902 1 1 0.9259 0.975 1
13 0.8457 0.506 0.506 0.14 0.3715 0.497 0.497 0.7813 0.592 15
14 0.5286 0.3423 0.3423 0.07 0.4861 0.5936 0.5936 0.8772 0.688 9
15 0.2114 0.3571 0.3571 0.23 0.7028 0.5833 0.5833 0.6849 0.617 13
16 0.74 0.6443 0.6443 0.53 0.4032 0.4369 0.4369 0.4854 0.453 21
17 0.37 0.4315 0.4315 0.54 0.5747 0.5367 0.5367 0.4808 0.518 18
18 0 0.6577 0.6577 0.79 1 0.4319 0.4319 0.3876 0.417 24
19 1 0.1935 0.1935 0.01 0.3333 0.721 0.721 0.9804 0.807 6
20 0.76 0.1057 0.1057 0 0.3968 0.8256 0.8256 1 0.884 4
21 0.52 0.253 0.253 0.04 0.4902 0.664 0.664 0.9259 0.751 8
22 0.8457 0.6235 0.6235 0 0.3715 0.445 0.445 1 0.630 12
23 0.5286 0.4464 0.4464 0.04 0.4861 0.5283 0.5283 0.9259 0.661 10
24 0.2114 0.6399 0.6399 0.06 0.7028 0.4386 0.4386 0.8929 0.590 16
25 0.7078 0.9955 0.9955 0.31 0.414 0.3343 0.3343 0.6173 0.429 23
26 0.37 0.7887 0.7887 0.39 0.5747 0.388 0.388 0.5618 0.446 22
27 0 1 1 0.64 1 0.3333 0.3333 0.4386 0.368 26
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cient for MRR, TWR, SR1 and SR2 are contributions to the fuzzy
framework. The phonetic participation work Extremely Low, Low,
Medium, High and Exceptionally High are utilized to connote the
grey relational coefficient of enter factors.
2085
6. Taguchi analysis and ANOVA

The Taguchi L27 analysis is also done in this experiment and the
result obtained is used to compare it with the experimentally



Fig. 4. Membership Functions Generation Using Mamdhani Method a) Input Parameters b) Output Response.

Fig. 5. Rule viewer for fuzzy system.

Table 4a
Response table for signal to noise ratios.

SET SPINDLE
SPEED

FEED RATE DRILL DIA

1 �5.897 �4.260 �6.604
2 �5.133 �5.490 �5.090
3 �5.914 �7.194 �5.250
Delta 0.782 2.935 1.514
Rank 3 1 2

Table 4b
Response table for means.

SET SPINDLE
SPEED

FEED RATE DRILL DIA

1 0.5749 0.7375 0.5424
2 0.6298 0.5792 0.6252
3 0.5964 0.4844 0.6335
Delta 0.0550 0.2531 0.0912
Rank 3 1 2
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obtained result. The Table 4 shows the ratio of signal to noise and
mean response table of Taguchi and this analysis gives that the
better performance is obtained for the combination of parameters
same as that obtained in fuzzy grey analysis.

The graphical representation of result is shown in Figs. 6 and 7,
which shows that the parameters vary linearly with grey fuzzy
coefficient. But non-linearity is present in practical situation due
to external factors during the drilling CFRC composites. The error
should be minimum in order to obtain the optimum performance.
In Fig. 6 grade decreases linearly with increase in feed rate and
increases with increase in drill diameter. But the spindle speed
was varied non directionally.
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7. Conclusion

The Coir Fibre Reinforced Composites (CFRC) was manufactured
by hand layup method and it drilled by using CNC machine. The
output parameters like tool wear rate, removal rate of material
and surface roughness were measured during and after the drilling.
Coming to the analysis side, in order to obtain the individually
optimized drilling parameters, grey fuzzy analysis and Taguchi
L27 methods were used. At conclusion, the optimized input param-
eters combination obtained for grey fuzzy analysis are: feed rate-
30 mm/min, spindle axis speed-4000 RPM and drill diameter-
10 mm. so we can conclude that, the output characteristics of CFRC
composites are highly influenced by the input parameters like feed
rate, spindle axle speed, and diameter of the drill. So, in order to
obtain an optimum condition, this parameter should be optimized.
Fuzzy analysis is the best method for machining parameter opti-
mization because of its simplicity and fast response.
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Fig. 6. Data Mean Grade Interaction Plot.

Fig. 7. Data Mean Grade Plot.
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ANN	 	Artificial	Neural	Networks
PCBN	 	Polycrystalline	Cubic	Boron	Nitride
CNN	 	Convolutional	Neural	Network
FL	 	Fuzzy	Logic
AISI	 	American	Iron	and	Steel	Institute
RA	 	Regression	Analysis
AI	 	Artificial	Intelligence
DTA	 	Decision	Tree	Algorithm
DFT	 	Discrete	Fourier	Transform
RF	 	Random	Forest
DC	 	Direct	current
CNC	 	Computer	Numerical	Control
GA	 	Genetic	Algorithm
RMS	 	Root	Mean	Square
RDC	 	Ring-Down	Count
BPNN	 	Back	Propagation	Neural	Network
CCD	 	Charged	Coupled	Device
CMOS	 	Complementary	Metal-Oxide	Semiconductor
HMM	 	Hidden	Markov	Model
PCA	 	Principal	Component	Analysis
ANFIS	 	Adaptive	Neuro-Fuzzy	Inference	System
RVM	 	Relevance	Vector	Machine
ELM	 	Extreme	Learning	Machines
NN	 	Neural	Networks

Nomenclature
MRR	 	Material	Removal	Rate
PVD	 	Physical	Vapor	Deposition
CVD	 	Chemical	Vapor	Deposition
CBN	 	Cubic	Boron	Nitride
PCD	 	Polycrystalline	Diamond
MQL	 	Minimum	Quantity	Lubrication
OEE	 	Overall	Equipment	Effectiveness
DSA	 	Dynamic	Signal	Analyzer
FFT	 	Fast	Fourier	Transform
SVM	 	Support	Vector	Machine
HMM	 	Hidden	Markov	Model
RBF	 	Radius	Basis	Function
BPNN	 	Back	Propagation	Neural	Network
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Abstract
The	 high	 demand	 for	machining	 process	 automation	 has	 placed	 real-time	 tool	 condition	monitoring	 as	 one	 of	 the	 top	
priorities	 of	 academic	 and	 industrial	 scholars	 in	 the	 past	 decade.	 But	 the	 presence	 of	 numerous	 known	 and	 unknown	
machining	 variables	 and	 challenging	 operating	 conditions	 such	 as	 high	 temperature	 and	 pressure	 makes	 it	 a	 daunting	
task.	However,	recent	advancements	in	sensor	and	digital	technologies	have	enabled	in-process	condition	monitoring	and	
real-time	 process	 optimization	 a	 highly	 accurate,	 robust,	 and	 effective	 process.	Hence,	 the	 objective	 of	 the	 article	 is	 to	
provide	a	summary	of	 the	 factors	 influencing	 the	performance	of	cutting	 tools,	critical	machining	variables	 to	be	moni-
tored,	techniques	applied	to	monitor	tool	conditions,	and	artificial	intelligence	algorithms	used	to	predict	tool	performance	
by	 analyzing	 and	 reviewing	 the	 literature.	The	 future	 direction	 of	 intelligent	 cutting	 tools	 and	 how	 they	would	 help	 in	
building	the	foundation	for	advanced	smart	factory	ecosystems	such	as	digital	twins	and	Industry	4.0	are	also	discussed.
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CNN	 	Convolution	Neural	Networks
RNN	 	Recurrent	Neural	Networks
GLCM	 	Gray-Level	Co-occurrence	Matrix
IoT	 	Internet	of	Things

1 Introduction

Machining	is	a	traditional	manufacturing	process	in	which	a	
hard	tool	is	used	to	remove	material	from	a	relatively	softer	
workpiece	in	the	form	of	chips.	Although	the	process	seems	
simpler,	multiple	complex	events	such	as	shearing,	plough-
ing,	 rubbing,	 and	 elastic	 and	 plastic	 deformation	 simulta-
neously	occur	 at	 the	 tool-chip	 interface	 from	 the	moment	
the	tool	starts	engaging	with	the	workpiece	[1].	In	addition,	
high	temperature	and	pressure	at	a	very	small	region	make	it	
highly	difficult	to	observe	the	cutting	zone.	Hence,	monitor-
ing	the	condition	of	a	cutting	tool	and	predicting	its	behav-
iors	is	a	challenging	process.	But	observing	the	cutting	zone	
to	 precisely	 evaluate	 the	 operating	 temperature,	 pressure,	
and	stress	that	acts	on	the	tool	and	fluctuations	in	their	value	
is	important	to	analyze	and	forecast	the	life	of	the	tool.

In	metal	cutting,	 the	relative	motion	of	 the	cutting	 tool	
over	the	workpiece	to	remove	material	also	results	in	fric-
tion	which	induces	tool	wear.	As	machining	progresses,	the	
degradation	of	tool	properties	due	to	high	temperature,	fric-
tion,	and	pressure	at	the	interface	region	of	the	tool	and	chip	
further	 accelerate	 the	wear	 rate.	 It	 results	 in	 frequent	 tool	
replacement	and	can	lead	to	sudden	failure	of	the	tool	that	
can	damage	the	workpiece	and	make	the	other	cutting	edges	
unusable.	In	addition,	using	a	worn	tool	negatively	affects	
the	 surface	 finish	 and	 dimensional	 accuracy	 of	 the	work-
piece.	Currently,	changing	 the	 tool	at	 the	end	of	 its	 life	 is	
performed	by	the	machine	operator	mostly	based	on	experi-
ence	or	through	the	knowledge	gained	by	performing	trial	
runs.	But	predicting	the	tool	change	time	while	machining	a	
variety	of	parts	that	are	made	of	different	types	of	materials	
is	nearly	impossible.	Hence	an	effective	condition	monitor-
ing	 system	 is	 required	 to	 predict	 tool	 life	 to	 factor	 in	 the	
dynamically	 changing	work	 environment	 to	 improve	 pro-
ductivity	 and	eliminate	 scrapping	of	 expensive	workpiece	
components.	In	general,	the	three	major	objectives	to	moni-
tor	the	conditions	of	cutting	tools	are	the	accurate	prediction	
of	the	end	of	tool	life	to	avoid	unplanned	downtime,	com-
pensating	cutting	parameters	 to	maintain	machining	accu-
racy,	and	preventing	sudden	tool	failure	to	avoid	workpiece	
scrappage	[2].

Generally,	the	direct	(or	offline)	and	indirect	(or	online)	
tool	 condition	monitoring	 techniques	 are	used	 to	measure	
the	wear	rate	and	predict	the	end	of	tool	life	[3].	In	the	direct	
technique,	typically,	the	tool	is	removed	from	the	machine	
and	the	wear	rate	is	observed	using	an	optical	microscope	

[4],	while	different	types	of	sensors	signal	outputs	such	as	
temperature,	forces,	power,	and	vibration	are	used	in	the	indi-
rect	 techniques	 [5].	Radioactivity	and	electrical	 resistance	
method	are	other	direct	measurement	techniques	reported	in	
the	literature.	Although	the	direct	method	is	time-consum-
ing	and	affects	productivity,	it	can	provide	accurate	data	on	
the	wear	 rate.	 In	 addition,	 it	 also	 gives	 additional	 insight	
into	the	type	of	wear	and	prominent	wear	mechanism	which	
can	be	used	to	develop	new	tools	and	coatings	with	superior	
performance.	 However,	 the	 major	 advantage	 of	 develop-
ing	 a	 condition	monitoring	 technique	 is	 the	 possibility	 of	
automating	the	machining	process	and	dynamically	control-
ling	the	parameters	to	get	the	required	machining	qualities.	
Besides,	the	recent	trend	to	support	Industry	4.0	setup	such	
as	 intelligent	 automation,	 digital	 twins,	 and	 smart	 factory	
ecosystem	has	resulted	in	manufacturing	industries	looking	
for	 an	 advanced	manufacturing	 solution	 that	 can	 assist	 in	
error-free	decision	making	which	brings	up	 the	 following	
questions,

Q1.	What	are	the	techniques	used	in	condition	monitoring	of	
cutting	tools?

Q2.	How	does	Artificial	Intelligence	benefit	condition	moni-
toring	of	cutting	tools?

Q3.	How	 condition	 monitoring	 and	Artificial	 Intelligence	
can	 transform	 traditional	 manufacturing	 into	 a	 smart	
factory	ecosystem?

Hence,	 the	 objective	 of	 the	 investigation	 is	 to	 answer	 the	
research	queries	by	scrutinizing,	evaluating,	and	organizing	
the	 literature.	A	 narrative	 or	 descriptive	 review	 approach	
was	followed.	The	Sect.	1	introduces	the	subject	and	lists	the	
research	questions	to	be	addressed.	The	Sect.	2	covers	the	
fundamentals	 of	metal	 cutting	 such	 as	 factors	 influencing	
tool	life	and	tool	performance.	The	answers	to	the	research	
queries	Q1,	Q2,	and	Q3	are	addressed	through	Sects.	3,	4,	
and	5,	respectively.	The	key	takeaway	and	future	direction	
of	the	research	area	are	summarized	in	Sect.	6,	and	the	arti-
cle	concludes	with	Sect.	7.

2 Factors influencing tool life

Although	the	term	“tool	life”	has	various	definitions,	in	gen-
eral,	it	can	be	described	as	the	amount	of	time	a	cutting	tool	
can	be	utilized	effectively	and	efficiently.	Flank	wear	is	the	
commonly	seen	wear	in	metal	cutting.	The	uniform	scar-like	
pattern	that	is	formed	on	the	flank	of	the	tool	below	the	main	
cutting	 edge	 is	 the	 flank	wear,	while	 the	wear	 pattern	 on	
the	flank	seen	below	the	corner	radius	(or	nose)	is	the	nose	
wear	[6].	Friction	and	abrasive	action	between	the	tool	and	
workpiece	cause	flank	and	nose	wear.	Crater	wear	is	another	
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major	wear	type	that	is	formed	primarily	due	to	the	continu-
ous	flow	of	chips	over	 the	 tool	 rake	 face	which	 results	 in	
abrasion	and	appears	like	a	scooped	surface	on	the	rake	side	
of	the	tool	[7].	Although	a	tool	also	experiences	other	types	
of	 wear	 such	 notch	 wear,	 built-up-edge,	 micro-chipping,	
thermal	cracks,	and	thermal	deformation,	the	most	common	
wear	types	are	flank,	nose,	and	crater	wear.	However,	irre-
spective	of	the	type	of	wear,	it	is	important	to	continuously	
monitor	tool	life	to	get	the	required	machining	accuracy	on	
the	workpiece.	The	life	of	a	tool	predominantly	depends	on	
important	factors	such	as	cutting	parameters	(cutting	speed,	
feed,	and	depth	of	cut),	tool	geometry,	tool	material,	work-
piece	material,	and	coolant	usage.	Hence,	for	efficient	tool	
condition	monitoring,	 it	 is	crucial	 to	understand	 the	effect	
of	 these	 factors	 on	 the	machining	 condition	 and	 the	 type	
of	signals	that	the	variation	in	each	factor	would	send	out.	

Additionally,	as	the	influence	of	these	factors	is	similar	for	
all	 the	 three	major	machining	 operations	 such	 as	 turning,	
milling,	 and	drilling,	 a	 thorough	knowledge	of	 it	 helps	 in	
building	a	flexible	condition	monitoring	system	that	can	be	
used	for	all	metal	cutting	operations.	The	types	of	tool	wear,	
wear	 mechanism,	 and	 the	 consequences	 of	 tool	 wear	 are	
illustrated	in	Fig.	1.

2.1 Cutting parameters

The	relative	velocity	between	the	tool	and	workpiece	is	the	
cutting	speed.	In	other	words,	it	can	be	stated	as	the	speed	at	
which	the	workpiece	moves	past	the	cutting	edge	and	is	usu-
ally	measured	in	meters	per	minute	(m/min).	In	turning	the	
tool	remains	stationary,	and	the	rotation	of	the	workpiece	is	
measured	as	the	cutting	speed,	while	in	milling	and	drilling	

Fig. 2	 Various	stage	of	tool-condition	monitoring	system

 

Fig. 1	 Tool	wear	and	its	consequences
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of	 the	 tool	 (also	called	axial	depth	of	cut)	and	determines	
the	length	of	the	cutting	edge	that	engages	with	the	work-
piece.	However,	in	milling,	additionally,	the	engagement	of	
the	 tool	along	 the	 radial	direction	 is	also	measured	which	
is	 termed	 as	 the	 radial	 depth	 of	 cut.	 Increasing	 the	 depth	
of	cut	increases	the	amount	of	material	removed	(Material	
Removal	Rate	or	MRR)	which	results	in	higher	machining	
power	and	forces.	Besides,	it	is	the	third	significant	factor	
next	to	cutting	speed	and	feed	that	affects	the	tool	life	and	
surface	roughness	[12].	Studies	have	shown	that	increasing	
the	cutting	 speed	and	 feed	negatively	affects	 tool	 life	and	
surface	finish.	In	addition,	apart	from	influencing	the	cutting	
forces,	it	affects	vibration,	noise,	and	cutting	zone	tempera-
ture	which	can	also	lead	to	catastrophic	breakage	of	the	tool.	
Hence	selecting	an	optimum	cutting	parameter	is	critical	to	
improving	the	overall	machinability.

2.2 Tool geometry

The	 cutting	 tool	 geometry	 has	 a	 major	 influence	 on	 the	
forces,	 temperature,	 chip	 formation,	 and	 tool	 life	 and	 can	
be	classified	into	micro	and	macro	geometries	[1].	Micro-
geometry	 refers	 to	 the	 shape	 of	 the	 cutting	 edge	 that	 is	
formed	between	 the	flank	and	 rake	 face	of	 a	 cutting	 tool.	
The	micro-geometry	increases	the	strength	and	stability	of	
the	cutting	edge	and	prevents	 it	 from	chip-off	and	sudden	
breakage	[10].	Hone	radius,	T-land	or	chamfer,	and	a	com-
bination	of	hone	and	chamfer	are	the	micro-geometries	that	
are	typically	provided	to	a	cutting	edge	[1,	16].	Studies	have	
shown	 that	 in	addition	 to	micro-geometry,	 the	symmetric-
ity	of	the	cutting-edge	hone	radius	(K-factor)	also	shows	a	
major	 role	 in	 influencing	 the	quality	of	machined	surface,	
machining	power,	and	cutting	forces	[11,	17].	In	addition,	
reducing	the	area	of	contact	between	the	tool	and	workpiece	
results	in	lower	cutting	forces	and	machining	power	due	to	
lower	 friction	and	 reduced	 resistance	 to	 tool	motion	 [18].	
The	macro-geometry	of	a	tool	denotes	the	other	geometri-
cal	 features	 such	 as	 shape,	 profile,	 tool	 nose	 radius,	 rake	
angles,	and	clearance	angle	[1].	Typically,	tools	with	sharp	
or	 smaller	hone	 radii	 result	 in	 lower	 cutting	 forces	 as	 the	
tool	 penetrates	 the	workpiece	with	 ease.	However,	 it	 also	
results	in	a	weaker	cutting	edge	that	is	prone	to	chip-off	or	
breakage.	In	addition,	 the	macro-geometrical	features	also	
have	a	significant	influence	on	the	magnitude	and	direction	
of	 forces.	Hence	 an	 optimum	micro	 and	macro	 geometry	
must	be	selected	based	on	the	work	material	and	the	operat-
ing	conditions	to	improve	the	performance	of	the	tool.

2.3 Tool material

The	 type	 of	 material	 and	 its	 composition	 determine	 the	
critical	 properties	 of	 a	 tool	 such	 as	 hardness,	 toughness,	

(although	a	stationary	 tool	 is	used	 if	drilling	 is	performed	
in	a	lathe)	usually	the	workpiece	is	stationary,	and	the	rota-
tion	of	the	tool	is	measured	as	the	cutting	speed.	Generally,	
the	selection	of	cutting	speed	is	a	function	of	tool	and	work	
material.	However,	 irrespective	of	 the	 tool	or	work	mate-
rial,	operating	the	tools	at	high	cutting	speeds	increase	the	
temperature	at	the	tool-chip	interface	as	the	time	available	
to	dissipate	heat	away	from	the	cutting	zone	(primary	and	
secondary	shear	zone)	is	reduced	[8].	A	high	heat	concen-
tration	at	the	cutting	zone	has	a	negative	effect	on	the	tool	
life.	Especially,	this	behavior	is	highly	evident	in	machining	
work	materials	with	low	thermal	conductivity	such	as	tita-
nium	 and	 nickel-based	 alloys	 that	 are	 typically	machined	
at	 low	 cutting	 speeds	 [8,	 9].	 However,	 high	 cutting	 zone	
temperature	 also	 tends	 to	 soften	 the	 work	 material	 and	
allows	easy	penetration	of	the	tool	into	the	workpiece	which	
reduces	 the	 cutting	 forces	 and	 improves	 the	 tool	 stability	
[8].	Tools	made	of	ceramic	materials	that	have	exceptional	
hot	hardness,	chemical	inertness,	and	wear	resistance	prop-
erties	make	use	of	this	work-softening	effect	and	operate	at	
high	cutting	speeds	which	improves	machining	productiv-
ity.	As	a	rule	of	thumb,	increasing	the	cutting	speed	by	20%	
decreases	the	tool	life	by	around	50%,	while	increasing	it	by	
50%	results	in	an	80%	reduction	in	tool	life.	However,	oper-
ating	the	tool	at	a	very	low	cutting	speed	results	in	chatter	
which	can	also	drastically	reduce	the	performance	of	a	tool.	
Hence	it	is	critical	to	operate	the	tools	at	optimum	cutting	
speed	to	improve	its	life.

The	velocity	at	which	the	tool	is	advanced	into	the	work-
piece	 is	 the	 feed	 rate.	 It	 is	 commonly	measured	 in	milli-
meters	per	revolution	(mm/rev)	 in	 the	case	of	 turning	and	
drilling,	and	millimeters	per	tooth	(mm/tooth)	in	milling.	An	
increase	 in	 the	 feed	 rate	 increases	 the	 chip	 thickness	 and	
material	removal	rate	which	results	in	higher	cutting	forces	
and	 power	 consumption	 [10–12].	 Cutting	 speed	 and	 feed	
have	 a	 significant	 influence	 on	 the	 surface	 roughness	 and	
the	quality	of	 the	machined	surface	[10–15].	Studies	have	
shown	that	with	the	higher	feeds,	there	is	an	increasing	trend	
in	the	surface	roughness	values	(lower	the	better)	which	is	
predominantly	 due	 to	 the	 formation	 of	 wider	 and	 deeper	
surface	 peaks	 on	 the	 workpiece	 [1,	 8,	 10,	 11].	 However,	
increasing	the	cutting	speeds	reduces	the	surface	roughness	
as	 the	 lower	 cutting	 forces	 (due	 to	 the	 high	 cutting	 zone	
temperature	 that	 softens	 the	 work	 material)	 give	 margin-
ally	better	stability	to	the	tool.	Using	a	low	feed	rate	results	
in	 higher	 friction	 between	 the	 tool	 and	 workpiece	 which	
reduces	 the	 tool	 life.	Hence	 it	 is	 always	 recommended	 to	
operate	the	tool	at	a	feed	rate	that	is	larger	than	the	size	of	
the	edge	hone	radius.

The	perpendicular	distance	from	the	surface	of	the	work-
piece	 to	 the	uncut	surface	up	 to	which	 the	 tool	penetrates	
is	the	depth	of	cut.	Generally,	it	is	measured	along	the	axis	
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2.5 Coolant condition

Usage	of	coolant	is	another	critical	factor	that	impacts	tool	
life.	Excessive	heat	on	the	cutting	edge	tends	to	weaken	the	
tool	material	and	accelerate	the	wear	rate	[20–22].	Apply-
ing	coolant	while	machining	reduces	the	temperature	at	the	
cutting	zone	and	removes	heat	from	the	cutting	edge.	Ther-
mally	induced	wear	mechanisms	such	as	thermal	cracks	and	
cutting-edge	 deformation	 are	 some	 commonly	 seen	 wear	
mechanisms	if	no	or	inadequate	coolant	is	used.	In	addition,	
coolant	also	acts	as	a	lubricant	that	reduces	friction	between	
the	tool	and	workpiece	[20].	Studies	have	shown	that	differ-
ent	coolant	techniques	such	as	high-pressure	coolant,	Mini-
mum	Quantity	Lubrication	 (MQL),	and	cryogenic	coolant	
can	increase	the	tool	life	by	many	times.

Literature	studies	show	that	there	is	no	one	tool	to	solve	
all	 the	 machining-related	 challenges.	 However,	 optimiz-
ing	the	cutting	parameters,	selecting	tools	with	appropriate	
microgeometry,	optimum	rake	angles,	application	of	cool-
ant,	and	coated	tools	can	assist	in	overcoming	most	of	the	
challenges.	 Nevertheless,	 irrespective	 of	 the	 type	 of	 tool,	
work	material,	or	machining	parameters,	a	worn	 tool	or	a	
tool	that	is	nearing	the	end	of	life	would	always	show	cer-
tain	 characteristics	 such	 as	 variation	 in	 the	 forces,	 power	
consumption,	 vibration,	 or	 noise	 that	 can	 be	 analyzed	 for	
the	condition	monitoring	of	tools	which	are	discussed	in	the	
following	sections.

3 Condition monitoring of cutting tools

Condition	monitoring	refers	to	the	process	of	studying	the	
variation	 in	 the	 behavior	 of	 tools	 to	 predict	 the	 potential	
fault	developing	in	the	system	and	is	the	first	step	in	predic-
tive	and	preventive	maintenance.	Studies	have	shown	that	
unscheduled	machine	maintenance	can	significantly	reduce	
the	 Overall	 Equipment	 Effectiveness	 (OEE)	 of	 produc-
tion	units	which	can	lead	to	revenue	loss	and	poor	product	
quality	 [23].	 Hence	 condition	 monitoring	 techniques	 can	
be	used	 to	find	 information	on	machine	health,	efficiency,	
downtime,	 and	wear	 and	 tear	 of	 parts,	which	 can	 help	 in	
improving	maintenance	strategies	and	OEE.	The	stages	of	
a	tool	condition	monitoring	system	are	shown	in	Fig.	2.	By	
studying	 the	various	 tool	or	machine	 signals	 that	 are	 sent	
out	during	machining	 such	 as	 a	 sudden	 increase	 in	noise,	
vibration,	or	power	consumption,	an	experienced	machine	
operator	can	easily	identify	if	the	tool	has	reached	the	end	
of	life.	However,	with	the	increased	demand	to	automate	the	
manufacturing	processes,	 advanced	 sensors	 are	 embedded	
on	the	tool	to	precisely	capture	these	signals,	analyze	them	
online,	and	send	corrective	actions	 to	 improve	 the	perfor-
mance	of	the	tool.

compressive	 strength,	 hot	 hardness,	 chemical	 inertness,	
fracture	 toughness,	 and	 wear	 resistance.	 Each	 of	 these	
properties	holds	a	notable	impact	on	the	life	of	the	tool.	In	
general,	a	tool	with	higher	hardness	has	superior	wear	resis-
tance	which	 in	 turn	 gives	 higher	 tool	 life.	However,	 lack	
of	 toughness	 could	 result	 in	 sudden	 breakage	 of	 the	 tool,	
especially	 while	 machining	 parts	 with	 irregular	 surfaces	
or	interruptions.	Carbon	steel	was	one	of	the	most	popular	
tool	materials	during	the	pre-world	war	industrial	era	which	
later	gave	rise	to	alloy	steels	and	tool	steels.	But	currently,	
tungsten	carbide	has	almost	replaced	them	as	the	preferred	
material	 in	 cutting	 tool	manufacturing	 due	 to	 its	 superior	
hardness	and	toughness	[19].	Based	on	the	work	material,	as	
a	tool	with	optimum	hardness	and	toughness	is	required,	the	
tool	material	is	alloyed	with	suitable	additives	(mixed	car-
bide)	to	get	other	required	properties.	In	addition,	to	address	
some	 of	 the	 complex	machining	 requirements,	 tools	with	
a	 tougher	base	material	 and	harder	coatings	 such	as	PVD	
or	CVD	coated	tungsten	carbide	tools	are	also	used.	How-
ever,	as	super-hard	materials	such	as	ceramics,	CBN	(Cubic	
Boron	Nitride),	 and	PCD	(Polycrystalline	Diamond)	 tools	
have	higher	hardness	and	thermal	resistance	than	tungsten	
carbide,	they	give	relatively	longer	life	to	the	tool	and	can	
be	operated	at	elevated	cutting	parameters.

2.4 Workpiece material

Apart	 from	cutting	parameters	and	 tool	condition,	 the	 life	
of	 a	 cutting	 tool	 is	 also	 influenced	 by	 the	 chemical	 com-
position,	 alloying	 elements,	microstructure,	 and	mechani-
cal	 properties	 of	 the	 workpiece.	 Generally,	 machining	 a	
harder	work	material	requires	a	stronger	geometry	such	as	
rounded	 or	 chamfered	 cutting	 edge,	while	 a	 sharper	 edge	
(low	edge	hone	radius)	is	preferred	to	machine	softer	work	
material.	The	 resultant	 friction	 due	 to	 the	 relative	motion	
between	the	tool	work	material	and	the	abrasive	action	due	
to	 the	flow	of	chips	over	 the	 tool	results	 in	wear.	 In	addi-
tion,	 the	work	material	with	 low	 thermal	 conductivity	 (as	
the	 generated	 heat	 remains	 at	 the	 tool-chip	 interface)	 and	
strain	hardening	properties	(as	the	strength	of	the	material	
increases	 due	 to	 machining-induced	 plastic	 deformation)	
negatively	 influences	 tool	 life	 and	 increases	 cutting	 force	
and	machining	power	which	requires	a	different	machining	
strategy	 [10].	Similarly,	materials	 such	as	 titanium	alloys,	
tool	steels,	stainless	steels,	hardened	steels,	and	other	super-
alloys	 are	 categorized	 as	 difficult-to-cut	materials	 as	 they	
promote	 rapid	 tool	wear,	 higher	machining	 forces,	 higher	
cutting	 power,	 and	 specific	 cutting	 energy	which	 reduces	
their	machinability.
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or	piezoelectric	dynamometer.	The	schematics	of	force	and	
vibration	measurement	in	turning	is	shown	in	Fig.	3.

A	tool	with	a	sharp	or	keener	edge	produces	lower	forces	
as	shearing	of	work	material	happens	with	ease.	But	gradu-
ally	the	tool	starts	losing	its	sharpness	which	increases	the	
cutting	forces	and	induces	stress	on	the	tool	and	workpiece	
[29].	 Higher	 cutting-edge	 stress	 leads	 to	 micro-chip-off,	
edge	fracture,	and	premature	tool	wear	[9].	Hence,	by	con-
tinuously	monitoring	the	cutting	force,	the	wear	rate	of	the	
tool	and	breakage	can	be	predicted	accurately	[30].	Nouri	
et	al.	[31]	have	developed	a	technique	to	monitor	the	real-
time	tool	wear	in	end	mills	by	measuring	the	forces.	They	
have	observed	 that	 any	 changes	 in	 the	 tool	 geometry	due	
to	higher	wear	or	edge	chipping	results	in	variation	in	the	
wear	parameter	which	is	a	function	of	tangential	and	radial	
forces.	 By	 conducting	 experiments	 on	 various	 materials,	
they	 have	 proved	 that	 it	 is	 possible	 to	 track	 tool	wear	 in	
real-time.	Using	Support	Vector	Machine	 (SVM),	Hidden	
Markov	Model	(HMM),	and	Radius	Basis	Function	(RBF)	
algorithms	 as	 base	 classifiers,	Wang	 et	 al.	 [32]	 have	 pre-
dicted	the	tool	wear	using	force	sensors	in	machining	tita-
nium	alloy	with	more	than	99%	accuracy.

Similarly,	 using	 Back	 Propagation	 Neural	 Network	
(BPNN),	Özel	and	Nadgir	[33]	have	successfully	developed	
a	model	 to	predict	flank	wear	of	CBN	cutting	 tools	based	
on	 dynamometer	 forces	 and	 concluded	 that	 flank	wear	 is	
highly	sensitive	to	cutting	forces.	Twardowski	and	Wiciak-
Pikuła	[34]	have	monitored	cutting	forces	and	vibration	sig-
nals	and	used	Artificial	Neural	Networks	(ANN)	to	measure	
tool	wear	in	turning	and	have	reported	that	wear	prediction	
based	on	cutting	 force	components	 showed	slightly	better	
accuracy	 than	 using	 vibration	 signals.	 In	 a	 similar	 study,	
Wang	et	al.	[35]	have	used	the	SVM	regression	algorithm	
and	monitored	forces	and	vibration	to	develop	a	virtual	tool	
wear	sensing	model.	While	most	of	the	studies	were	focused	
on	measuring	the	tool	wear	rate,	Cho	et	al.	[36]	have	used	a	
dynamometer	to	measure	cutting	forces	and	correlated	them	
with	spindle	power	and	developed	a	tool	breakage	detection	
technique	using	the	SVM	algorithm.	They	have	reported	a	

Usually,	 a	Dynamic	 Signal	Analyzer	 (DSA)	 is	 used	 to	
process	the	digital	signals.	Compared	to	general	data	acqui-
sition	 and	 time	 domain	 analysis,	 a	 DSA	 focuses	 on	 the	
dynamic	aspect	of	the	signals	such	as	frequency	response,	
dynamic	range,	total	harmonic	distortion,	phase	match,	and	
amplitude	 flatness	 [24]	 by	 using	 various	 technologies	 for	
processing	 the	 digital	 signal.	Among	 them,	 the	most	 fun-
damental	and	popular	technology	is	Fast	Fourier	Transform	
(FFT)	which	is	used	to	transform	the	time	domain	signals	
into	the	frequency	domain	to	identify	vibration	peaks	with	
less	computational	efforts	and	complexities.	 It	 is	 the	stan-
dard	 and	 most	 applied	 frequency	 analysis	 technique	 for	
fault	 diagnosis	 and	 an	 FFT-based	 spectrum	 analyzers	 are	
commonly	 used	 to	measure	 low-frequency	 or	mechanical	
vibration.	In	FFT	analyzer,	the	technique	used	in	processing	
of	the	vibration	signal	plays	a	key	role	in	successful	vibra-
tion	analysis	of	machines.	Spectrum	analysis	based	on	FFT	
is	the	basis	of	traditional	signal	analysis	[25].	By	analyzing	
the	 frequencies	 and	 their	 harmonics,	 the	 source	 of	 vibra-
tion	and	the	type	of	problem,	and	even	its	root	cause	can	be	
identified.	The	benefit	of	FFT	is	its	speed,	which	it	gets	by	
decreasing	the	number	of	calculations	needed	to	analyze	a	
waveform.	However,	its	disadvantage	is	the	restricted	range	
of	waveform	data	that	can	be	transformed	and	the	need	to	
apply	 a	 window	 weighting	 function	 to	 the	 waveform	 to	
compensate	for	spectral	leakage	[26].	The	disadvantage	can	
be	 overcome	 by	 using	Discrete	 Fourier	Transform	 (DFT)	
but	with	 a	 compromise	on	 the	 speed.	The	various	 signals	
that	give	the	precise	condition	of	the	tool	and	their	interpre-
tations	are	discussed	in	the	following	sections.

3.1 Machining forces

The	forces	generated	in	machining	is	a	combination	of	tan-
gential,	radial,	and	axial	force	components	that	are	measured	
with	reference	to	the	cutting	tool.	The	force	that	acts	along	
the	axis	of	the	tool	is	the	axial	force,	while	the	force	that	acts	
on	the	cutting	edge	and	tangent	to	the	tool	is	the	tangential	
force.	The	radial	force	acts	at	right	angles	to	the	tangential	
force.	As	a	rule	of	thumb	tangential	force	is	usually	the	max-
imum	of	the	three,	followed	by	radial	and	axial	force.	How-
ever,	the	magnitude	and	direction	of	the	force	changes	based	
on	the	machining	operation	and	the	tool’s	micro	and	macro-
geometry.	 Any	 slight	 variation	 in	 the	 cutting	 conditions	
such	as	changes	in	cutting	parameters	[27],	micro-geometry,	
macro-geometry,	and	tool	wear	has	a	major	influence	on	the	
forces	[28].	However,	in	an	industrial	machining	condition,	
as	constant	cutting	parameters	and	machining	conditions	are	
usually	used	throughout	the	machining	process,	any	differ-
ences	 in	 the	forces	can	be	associated	 to	wear	and	 the	rate	
of	wear	 can	 be	 accurately	measured	 using	 a	 strain-gauge	

Fig. 3	 Schematic	of	force	and	vibration	measurement	setup	in	turning	
[34]
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thermocouple	and	infrared	(IR)	pyrometer	used	by	Kus	et	
al.	[43]	is	shown	in	Fig.	4.

Inserted	 thermocouples,	 tool-workpiece	 thermocouples,	
embedded	 thermocouples,	 infrared	 radiation	 methods,	
thermo-sensitive	 paints,	 and	 metallurgic	 techniques	 to	
study	variation	 in	microstructure	or	 hardness	 are	 some	of	
the	popular	 techniques	used	 in	 temperature	measurements	
[44].	Kulkarni	 et	 al.	 [45]	 studied	 the	 correlation	 between	
cutting	 parameters	 and	 cutting	 temperature	 in	 machining	
AISI	304	stainless	steels	using	a	 tool-work	 thermocouple.	
They	 have	 reported	 that	 tool-chip	 interface	 temperature	
increases	 for	 an	 increase	 in	 cutting	 speed	 and	 feed	 rate.	
Jiang	et	al.	[46]	developed	a	cutting	temperature	model	to	
predict	 tool	and	workpiece	temperature	in	interrupted	cut-
ting.	By	conducting	validation	testing	on	1045	steel	using	
thermocouples	to	continuously	monitor	the	temperature	on	
the	 tool	 and	workpiece	 they	 have	 reported	 a	 good	 agree-
ment	between	the	actual	and	predicted	temperature.	A	thin	
film	thermocouple	embedded	PCBN	cutting	tool	was	used	
by	Li	et	al.	 [47]	for	 the	real-time	monitoring	of	 tool	wear	
in	 turning	AISI	 O2	 tool	 steel.	Apart	 from	 the	 correlation	
between	 the	variation	 in	cutting	zone	 temperature	and	 the	
dynamometer	forces	they	have	reported	that	increasing	the	
feed	and	depth	of	cut	increases	the	cutting	temperature.	An	
increase	 in	 the	flank	wear	and	maximum	cutting	 tempera-
ture	was	also	observed	when	the	cutting	time	was	increased,	
and	a	significant	increase	in	the	temperature	was	seen	after	
tool	chip-off.	Using	infrared	thermography,	machine	vision,	
and	Convolutional	Neural	Network	(CNN)	techniques,	Brili	
et	al.	[48]	have	monitored	wear	on	turning	tools	by	taking	
thermographic	images	of	inserts	immediately	after	machin-
ing	and	classified	it	into	no,	low,	medium,	high	wear	with	
an	accuracy	of	more	than	96%.	Kuntoğlu	and	Sağlam	[49] 
performed	a	Fuzzy	Logic	(FL)	based	study	to	compare	the	
effectiveness	 of	 acoustic	 emission,	 current,	 temperature,	

75%	accuracy	in	the	breakage	prediction	using	force	mea-
surement	technique	while	combining	it	with	spindle	power	
gave	an	accuracy	of	around	99%.	From	the	literature,	it	can	
be	 safely	 concluded	 that	 cutting	 forces	 increases	 with	 an	
increase	in	tool	wear,	and	a	sudden	surge	in	the	force	is	a	
commonly	observed	behavior	before	tool	breakage.

3.2 Temperature

Machining	 is	 the	 process	 of	 removing	 unwanted	material	
from	the	workpiece	in	the	form	of	chips	using	a	sharp	cut-
ting	 tool.	 In	metal	 cutting,	heat	generation	happens	at	 the	
primary	shear	zone	due	to	deformation	of	the	material,	sec-
ondary	deformation	zone	at	which	 the	material	 is	 sheared	
and	pulled	away,	and	due	to	friction	between	the	tool	and	
workpiece	which	creates	an	enormous	amount	of	heat	at	the	
tool-chip	 interface	 zone	 (cutting	 zone).	 The	 cutting	 zone	
temperature	 is	 a	 critical	 factor	 in	 machining	 that	 plays	 a	
major	 role	 in	determining	wear	 rate,	 tool	 life,	and	surface	
quality	of	the	machined	surface	[37].	In	addition,	a	high	cut-
ting	zone	temperature	also	affects	residual	stress,	hardness,	
and	 surface	 roughness	 of	 the	 workpiece	 [16].	Machining	
parameters	 such	 as	 cutting	 speed,	 feed,	 depth	 of	 cut,	 and	
usage	of	coolant,	property	of	work	material	 such	as	hard-
ness,	and	microstructure,	and	tool	conditions	such	as	micro	
and	macro	geometry	of	the	tool	and	the	thermal	conductiv-
ity	of	tool	and	workpiece	influences	cutting	zone	tempera-
ture	 [38].	Several	 studies	have	 shown	 that	 increase	 in	 the	
machining	parameters	rises	the	temperature	at	the	tool-chip	
interface	which	 lowers	 the	 tool	 life	 significantly	 [39,	 40].	
Additionally,	 using	 different	 coolant	 strategies	 to	 remove	
heat	from	the	cutting	zone	can	extend	the	tool	life	by	many	
folds	 [21,	22,	 41,	 42].	 Such	 studies	 show	 the	 importance	
of	temperature	measurement	to	predict	tool	life	accurately.	
A	 temperature	 measurement	 setup	 in	 turning	 using	 both	

Fig. 4	 Temperature	measurement	using	thermocouple	and	IR	pyrometer	[43]
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of	the	tool	over	the	workpiece.	The	most	common	sources	
of	vibration	in	machining	are	poor	machine	rigidity,	weak	
fixturing,	 irregularities	 in	 the	 workpiece,	 broken	 or	 worn	
tools,	 and	 operating	 the	 tool	 at	 unrecommended	 cutting	
parameters.	 Studies	 have	 also	 shown	 that	 the	 variation	 in	
chip	thickness	due	to	differences	in	the	engagement	of	tool	
and	workpiece	at	the	entry,	middle,	and	exit	also	influences	
vibration	[14].	Reduction	in	tool	performance,	poor	surface	
finish,	high	noise,	rapid	tool	wear,	and	sudden	breakage	of	
the	 tool	 are	 the	 consequences	 of	 vibration	 in	 machining.	
Hence,	monitoring	 the	 vibration	 signals	 using	 an	 acceler-
ometer	sensor	is	one	of	the	widely	used	techniques	to	get	an	
insight	into	the	tool	condition.	In	metal	cutting,	independent	
vibration	occurs	due	to	machine	and	machine	components,	

force,	and	vibration	signals	in	predicting	flank	wear	in	dry	
turning	 of	AISI	 5140.	They	 have	 concluded	 that	 acoustic	
emission	and	temperature	signals	showed	good	correlation	
in	predicting	flank	wear	than	the	other	techniques.	Korkut	et	
al.	[50]	have	compared	the	tool	temperature	measured	using	
K-type	 thermocouple	 and	 prediction	 based	 on	Regression	
Analysis	(RA)	and	ANN	models	for	various	cutting	param-
eters	in	turning.	They	have	reported	that	the	prediction	accu-
racy	of	AI	algorithms	is	accurate	to	the	experimental	values.

3.3 Vibration

Vibration	is	a	commonly	observed	but	undesirable	phenom-
enon	in	machining	that	occurs	due	to	the	dynamic	motion	

Fig. 6	 (a)	Vision	based	condition	monitoring	system	and	(b)	key	stages	of	image	processing	[94]

 

Fig. 5	 Sources	of	AE	in	metal	cutting	[75]
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3.4 Spindle and feed motor current

A	worn-out	tool	increases	the	machining	forces	and	cutting	
power	due	to	higher	friction	between	the	tool	and	workpiece.	
Especially,	the	root-mean-square	value	shows	an	increasing	
trend	 as	 the	 tool	 wear	 progresses.	 For	 instance,	 the	 time	
domain	 waveform,	 variational	 mode	 decomposition,	 and	
amplitude-frequency	of	current	signals	show	a	profound	dif-
ference	for	a	sharp	and	worn	tool	that	can	be	used	to	moni-
tor	tool	wear	[60].	Yuan	et	al.	[60]	have	used	these	signals	
along	with	Random	Forest	(RF)	recognition	model	to	estab-
lish	a	relationship	between	the	signals	and	tool	wear.	As	a	
spindle	acts	as	a	connecting	member	between	the	tool	and	
the	motor,	any	change	in	the	tool	condition	directly	affects	
the	spindle	motor	power.	A	load	meter	is	used	to	monitor	the	
spindle	motor	and	as	it	can	be	placed	far	away	from	the	tool	
and	workpiece,	the	setup	is	more	suitable	for	tool	condition	
monitoring	in	an	industrial	environment.

In	machining,	with	an	increase	in	the	flank	wear,	all	the	
three	force	components	increase.	Especially,	there	is	a	pro-
found	 increase	 in	 the	 main	 cutting	 force	 and	 feed	 motor	
current.	As	a	dynamometer	setup	is	expensive	and	difficult	
to	use	in	industrial	applications	Szecsi	[61]	has	developed	
a	 low-cost	 condition	monitoring	 system	by	measuring	 the	
DC	motor	current	of	a	CNC	lathe.	However,	Salgado	and	
Alonso	 [62]	 have	 stated	 that	 feed	 and	 radial	 forces	 are	
highly	 sensitive	 to	 tool	wear.	They	have	developed	a	 tool	
condition	 monitoring	 technique	 based	 on	 the	 feed	 motor	
current	 and	 trained	 the	 system	 using	 Genetic	 Algorithm	
(GA)	and	FL.	Ghosh	et	al.	[63]	have	also	proved	that	rela-
tively	simpler	and	cost-effective	current	and	voltage	sensors	
along	with	ANN	can	be	an	effective	tool	condition	monitor-
ing	techniques	than	can	substitute	costly	dynamometers.	In	
addition,	the	immunity	of	spindle	motor	current	to	external	
disturbances	such	as	noise,	the	technique	is	more	accurate	
than	a	vibration	sensor	[64].	Justo	et	al.	[65]	have	used	the	
current	signals	from	the	spindle	and	feed	motor	to	train	the	
ANN	model	and	predict	tool	wear	in	drilling.	However,	few	
studies	show	that	the	current	signal	from	the	motor	contains	
noise	and	the	minute	fluctuation	in	forces	that	arises	due	to	
tool	wear	can	be	lost	during	filtering	[66,	67].	The	interrup-
tions	in	the	signal	due	to	an	increase	in	motor	temperature,	
fluctuations	arising	due	to	movable	motor	parts,	and	sensi-
tivity	of	the	device	while	using	smaller	tools	that	consume	
relatively	 low	 power	 are	 a	 few	 other	 challenges	 reported	
[50].

3.5 Acoustic emission (AE)

Acoustic	emission	is	a	high-frequency,	low-amplitude	elas-
tic	stress	wave	that	is	generated	due	to	the	rapid	release	of	
strain	energy	from	localized	sources	within	a	material	[68].	

while	the	dependent	vibration	is	a	function	of	the	machining	
process	itself.	Chatter	is	another	commonly	seen	phenome-
non	that	occurs	in	machining	due	to	the	harmonic	imbalance	
between	the	tool	and	workpiece	[51].

Generally,	the	amplitude	of	vibration	increases	if	the	tool	
wear	increases	which	can	be	used	to	monitor	and	predict	tool	
life.	Identification	of	the	right	frequency	range	for	the	rate	of	
tool	wear	is	the	main	challenge	in	predicting	tool	wear	using	
vibration	signals.	Previous	studies	show	the	frequency	range	
of	a	typical	machining	operation	is	in	the	range	of	0	to	8	kHz	
[52].	However,	the	right	frequency	range	that	is	sensitive	to	
the	tool	wear	must	be	established	based	on	the	tool	and	work	
condition	 to	accurately	predict	 tool	wear.	 Jiang	et	al.	 [53] 
have	divided	the	vibration	frequency	signals	 into	different	
segments	through	which	the	various	stages	of	wear	progres-
sion	 including	micro-breakage	 can	 be	 predicted.	Krishna-
kumar	et	al.	[54]	have	used	a	drilling	tool	mounted	with	a	
3-axis	 accelerometer	 sensor	 for	 continuous	monitoring	 of	
tool	wear	and	Decision	Tree	Algorithm	(DTA)	and	ANN	to	
classify	 tool	wear.	They	have	 reported	 that	 the	 prediction	
accuracy	of	both	the	algorithms	in	correlating	the	condition	
of	drill	and	vibration	signals	was	around	95%.	By	conduct-
ing	a	turning	study	using	vibration	and	force	measurement	
sensors,	Dimla	and	Lister	[55]	reported	that	the	tangential	
force	and	vibration	signals	are	highly	sensitive	 to	 the	 tool	
wear.	They	have	applied	time	series	and	FFT	algorithm	to	
analyze	 force	 and	vibration	 signals	 and	 corelate	 it	 to	 tool	
wear	monitoring.	A	tool	with	larger	wear	experiences	higher	
frictional	 forces	which	 increases	 the	 vibration	 amplitudes	
[56].	Rao	et	al.	[57]	have	used	vibration	signals	measured	
using	laser	Doppler	vibrometer	in	milling	Ti-6Al-4	V	to	pre-
dict	 tool	wear	and	 surface	 roughness.	They	have	 reported	
that	the	prediction	accuracy	of	Grey	Prediction	Model	GM	
(1,	N)	was	 higher	 than	 SVM.	The	AI	 algorithms	 such	 as	
ANN,	FL,	and	RA	require	a	large	volume	of	training	data	
and	it	is	not	possible	to	add	or	delete	the	old	data,	whereas	
the	GM	(1,	N)	models	allow	it.	Patra	et	al.	[58]	have	used	
a	 three-axis	 accelerometer	 to	 capture	 vibration	 signals	 in	
drilling	and	used	ANN	models	to	predict	tool	life	in	terms	of	
the	number	of	holes	drilled.	Ghani	et	al.	[59]	have	reported	
lower	vibration	at	higher	cutting	speeds	and	the	magnitude	
of	 the	vibration	is	higher	 in	 the	direction	of	 the	main	cut-
ting	force	rather	than	the	direction	of	radial	force.	Besides,	
for	 the	 same	 tool	wear,	 an	 increase	 in	vibration	was	 seen	
when	the	feed	or	depth	of	cut	is	increased.	The	tool	condi-
tion	monitoring	studies	using	vibration	signals	show	a	good	
correlation	and	accuracy	in	predicting	tool	wear	similar	to	
the	force	measurement	studies.	As	any	minor	change	in	the	
cutting	edge	would	significantly	 influence	 the	behavior	of	
the	 tool,	 studying	 the	vibrational	 signature	 to	monitor	 the	
tool	condition	gives	a	good	result.
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wavelet	 transform	 and	 applied	 Back	 Propagation	 Neural	
Network	(BPNN)	model.	Many	studies	[81–83]	have	suc-
cessfully	utilized	AE	signals	to	identify	chatter,	observe	tool	
wear,	and	predict	tool	breakage.	However,	a	high	degree	of	
cautiousness	is	required	while	extracting	and	analyzing	the	
data	 as	 factors	 such	 as	 interrupted	machining,	 hard	 spots	
and	voids	on	the	workpiece,	and	tool	runout	can	distort	the	
signals	which	lead	to	faulty	analysis.

3.6 Noise

Some	studies	show	sound	signals	emitted	during	a	machining	
process	can	be	correlated	to	tool	wear.	As	wear	progresses	
in	the	tool,	it	increases	the	area	of	contact	between	the	tool	
and	workpiece	which	results	in	higher	friction	[9].	This	also	
increases	the	frequency	of	noise	emanated	from	the	machin-
ing	process.	The	amplitude	of	the	sound	frequency	and	pitch	
that	are	recorded	using	a	microphone	can	provide	informa-
tion	about	the	state	of	tool	wear	[62].	Any	variation	in	the	
machining	parameters	such	as	cutting	speed,	feed,	and	depth	
of	 cut	has	 a	 certain	 frequency	 range	which	 influences	 the	
overall	noise	generated	during	machining	[84].	In	the	case	
of	condition	monitoring	of	tools,	it	can	be	presumed	that	any	
change	in	the	machining	condition	results	in	disturbance	to	
the	 frequency.	Lu	and	Kannatey-Asibu	 [85]	have	 found	a	
close	 relationship	between	 the	noise	and	vibration	 signals	
of	a	new	and	worn	 tool.	Studies	have	shown	 that	 the	 fre-
quency	range	between	0	and	2	kHz	is	usually	emitted	by	the	
various	sources	in	the	surroundings	and	the	range	between	
2	and	20	kHz	can	be	used	for	the	tool	wear	monitoring.	For	
instance,	Sadat	and	Raman	[86]	have	studied	the	frequency	
range	between	2.75	 and	3.75	kHz,	while	Silva	 et	 al.	 [87] 
selected	 the	 range	around	2.5	kHz.	However,	 in	 the	study	
conducted	 by	Kopač	 and	 Šali	 [88],	 they	 have	 observed	 a	
clear	difference	in	the	amplitude	of	noise	generated	by	a	new	
tool	and	a	worn	tool	for	the	same	cutting	parameters.	They	
have	also	used	a	range	between	6	and	20	kHz	and	reported	
that	 the	 range	also	depends	on	 the	cutting	parameters.	An	
increase	in	cutting	forces	due	to	higher	tool	wear	increases	
the	resonance	of	the	spindle.	Liu	et	al.	[89]	have	shown	that	
the	noise	emitted	due	to	spindle	resonance	can	be	a	source	
for	monitoring	the	tool	wear	with	the	help	of	three-layered	
backpropagation	ANN	algorithm.	Similarly,	Madhusudana	
et	al.	 [90]	have	extracted	sound	signals	 from	face	milling	
operation	and	used	discrete	wavelet	transform	and	SVM	for	
feature	extraction	and	wear	classification,	respectively.	Raja	
et	al.	[91]	have	used	the	Competitive	Neural	Network	model	
to	classify	flank	wear	 in	 turning	 into	 initial,	medium,	and	
severe	wear.	By	combining	image	and	noise	sensors,	Man-
nan	et	al.	[92]	have	developed	a	condition	monitoring	sys-
tem	that	can	differentiate	a	sharp,	partially	worn,	and	fully	
worn	turning	tool.	But	the	noise	level	in	machining	varies	

In	metal	cutting,	when	a	tool	penetrates	the	workpiece	and	
the	material	 undergoes	 plastic	 deformation,	 the	 ultrasonic	
vibration	that	is	released	due	to	the	interaction	between	the	
tool,	chip,	and	the	workpiece	is	the	acoustic	emission.	The	
major	advantage	of	 the	 technique	over	 the	 force	or	vibra-
tion	 measuring	 technique	 is	 its	 superior	 signal-to-noise	
ratio,	sensitivity,	and	its	capability	to	operate	at	frequencies	
that	 can	 effectively	 eliminate	 noise	 from	 external	 sources	
[69].	Each	characteristic	of	an	AE	signal	and	its	type	(burst	
or	 continuous	 type)	 give	 an	 insight	 into	 the	metal	 cutting	
mechanism	through	which	it	is	possible	to	track	tool	wear	
and	chip	formation	[70].	Studies	have	shown	that	the	cata-
strophic	tool	failure	can	be	effectively	identified	by	the	burst	
type	of	AE	signal	and	the	magnitude	of	its	RMS	value	[71].	
Kannatey-Asibu	and	Dornfeld	[72]	assessed	the	β	distribu-
tion	to	characterize	the	root	mean	square	value	of	AE	signal	
to	study	the	rate	of	tool	wear,	while	Gabriel	et	al.	[73]	have	
shown	 that	 the	 skew	 (SB)	 and	kurtosis	 (KB)	 of	AE	 signal	
can	be	used	for	 the	same.	Mukhopadhyay	et	al.	 [74]	have	
also	reported	that	b-parameter,	skewness,	and	kurtosis	can	
be	effective	indicators	of	tool	wear.	Hence,	AE	is	one	of	the	
best	techniques	in	developing	an	accurate	process	monitor-
ing	system	due	to	its	ability	to	detect	microscopic	deforma-
tion	even	in	a	relatively	loud	manufacturing	shopfloor	[75].

Through	 a	 comprehensive	 review,	 Moriwaki	 [76]	 has	
identified	 fracture,	 friction	 between	 two	 surfaces,	 plas-
tic	 deformation	 of	materials,	 and	 interaction	 of	 tool	 with	
microstructural	 features	 such	 as	 voids,	 grain	 boundaries,	
and	dislocation	as	the	few	of	the	sources	of	AE.	The	vari-
ous	 sources	 of	AE	 in	 ultra-precision,	 precision,	 and	 con-
ventional	machining	and	its	frequency	range	are	shown	in	
Fig.	5.	Several	studies	have	been	conducted	in	 the	past	 to	
identify	 the	AE	signal	 features	and	 their	 relationship	with	
the	wear	 rate	 and	 type	of	 tool	 failure.	Mathew	et	 al.	 [77] 
have	 demonstrated	 that	AE	 signal	 characteristics	 such	 as	
Ring-Down	Count	(RDC)	and	RMS	voltage	can	be	used	to	
accurately	monitor	 tool	wear	 in	milling	cutters.	Similarly,	
Hassan	et	al.	[78]	have	proved	that	AE	signals	can	be	used	
to	detect	tool	chipping	in	a	relatively	shorter	time.	Bhuiyan	
et	 al.	 [79]	 have	 found	 that	 the	AE	 signals	 from	 the	 turn-
ing	operation	are	continuous	and	transient	which	is	related	
to	the	wear	on	tool	and	plastic	deformation	of	work	mate-
rial,	while	the	burst	type	of	signals	are	from	chips	and	crack	
propagation.	However,	 the	 unprocessed	AE	 signal	 from	 a	
metal	cutting	operation	consists	of	a	wide	range	of	frequen-
cies	that	denotes	occurrences	of	various	events	which	must	
be	filtered.	From	the	turning	study,	they	have	concluded	that	
an	increase	in	the	amplitude	of	the	AE	signal	is	associated	
with	increasing	tool	wear,	while	the	increase	in	its	frequency	
is	associated	with	increasing	material	removal.	Olufayo	and	
Hossein	[80]	have	estimated	the	life	of	an	end	milling	tool	
by	acquiring	AE	signals.	The	signals	were	processed	using	
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accuracy	can	be	improved	by	using	suitable	machine	learn-
ing	and	artificial	intelligence-based	algorithms	which	gives	
future	direction	to	the	technique.

3.8 Other techniques

Few	scholars	have	applied	other	novel	and	unconventional	
techniques	 such	 as	 ultrasonic	methods	 [100,	 101],	 stress/
strain	measurement	[102],	torque	[103],	surface	roughness	
[104,	 105]	 and	 shape	mapping	 [106]	 for	 condition	moni-
toring	 of	 cutting	 tools.	 Although	 they	 have	 successfully	
predicted	 the	 tool	 life	 using	 such	 methods,	 further	 com-
prehensive	 studies	 must	 be	 performed	 to	 understand	 the	
accuracy,	feasibility,	and	reliability	of	such	techniques	in	a	
real-life	industrial	environment.

4 Artificial intelligence for condition 
monitoring

If	 condition	monitoring	 is	 the	 physical	 layer	 of	 the	 intel-
ligent	 tools	 that	 comprises	 of	 various	 sensor	 technologies	
to	observe	 the	variation	 in	machining	condition,	Artificial	
Intelligence	(AI)	is	the	software	or	analysis	part	of	the	sys-
tem	to	make	decisions	from	the	data	and	provide	corrective	
actions	to	improve	the	tool	performance	or	predict	failure.	
Besides,	appropriate	data	acquisition	and	signal	processing	
systems	 that	 act	 as	 an	 intermediator	between	 the	physical	
and	decision-making	layers	must	also	be	used	to	extract	the	
appropriate	signal	features	and	differentiate	them	from	exter-
nal	noise.	Statistical	moments,	amplitude	analysis,	wavelet	
transform,	 Fourier	 analysis,	 time	 and	 frequency	 domain,	
automatic	 feature	 extraction,	 and	 representation	 learning	
are	some	of	the	signal	processing	techniques	reported	in	the	
literature	 [107].	 Literature	 study	 shows	 that	 numerous	AI	
techniques	are	used	in	condition	monitoring	of	tools.	How-
ever,	most	of	the	studies	are	based	on	four	techniques,	Arti-
ficial	Neural	Network	(ANN),	Fuzzy	logic,	Hidden	Markov	
Model	(HMM),	and	Support	Vector	Machine	(SVM)	which	
are	discussed	 in	 the	 following	sections.	Besides,	 there	are	
other	 less	 used	 techniques	 such	 as	 Regression,	 Principal	
Component	Analysis	(PCA),	Adaptive	Neuro-Fuzzy	Infer-
ence	 System	 or	 Adaptive	 Network-based	 Fuzzy	 Infer-
ence	System	(ANFIS),	Bayesian	Networks,	Control	charts	
(also	called	Shewhart	 charts	or	Process	Behavior	Charts),	
C-Means	clustering,	Ensembles,	Genetic	algorithm,	K-star	
algorithm,	Relevance	Vector	Machine	(RVM),	and	Extreme	
Learning	Machines	(ELM)	[108].

based	on	numerous	factors.	Hence,	a	trial	run	to	find	the	ref-
erence	frequency	of	noise	for	 the	various	combinations	of	
cutting	parameters,	workpiece	material,	 tool	material,	 and	
tool	condition	and	appropriate	noise	cancellation	methods	
to	filter	the	ambient	noise	is	required	to	improve	the	predic-
tion	accuracy	of	the	noise	measurement	technique.

3.7 Image processing

Image	processing	is	an	optical	system	that	imparts	advanced	
techniques	 such	 as	 machine	 vision,	 artificial	 intelligence,	
and	pattern	 recognition	 to	monitor	 tool	wear	 in	 real-time.	
The	technique	combines	the	accuracy	of	the	direct	method	
of	tool	condition	monitoring	and	the	in-process	capabilities	
of	the	indirect	method	of	monitoring.	There	are	four	major	
stages	 involved	 in	 the	 tool	 condition	 monitoring	 system	
using	 the	 image	 processing	 technique.	 Image	 acquisition	
using	a	CCD	(Charged	Coupled	Device),	or	CMOS	(Com-
plementary	Metal-Oxide	Semiconductor)	camera	is	the	first	
and	the	most	common	technique	to	capture	the	image	of	the	
tool.	Image	pre-processing	is	the	next	step	that	is	performed	
to	adjust	contrast,	noise	filtering,	and	picture	enhancement	
to	eliminate	the	noises	such	as	micro-chips,	burr,	dirt,	cool-
ant,	and	oil	from	the	image.	In	image	segmentation	and	edge	
detection,	the	worn	portion	of	the	tool	is	differentiated	from	
the	 unworn	 portion	 by	 slicing	 the	 picture	 into	 segments.	
Morphological	operation	is	the	final	stage	in	which	the	wear	
profile	is	mapped	accurately	[93].

Sun	and	Yeh	[94]	have	developed	a	machine	vision-based	
real-time	tool	wear	monitoring	system	that	can	detect	frac-
ture,	built-up	edge,	chip-off,	and	flank	wear.	The	in-process	
vision-based	 tool	wear	monitoring	system	and	the	various	
important	stages	of	image	processing	are	shown	in	Fig.	6.	
The	technique	used	for	lighting	is	one	of	the	critical	steps	
in	any	vision-based	system	as	it	influences	the	quality	of	the	
image	[95].	It	is	preferred	to	take	the	pictures	of	the	insert	
from	at	least	four	different	positions,	to	avoid	the	influence	
of	shadow	region	on	the	tool	wear	measurement	[96].	The	
other	possibilities	of	the	image	processing	technique	include	
comparing	the	images	taken	before	and	after	machining	to	
calculate	the	surface	area	and	volume	of	the	worn	region	on	
the	tool	and	projecting	reference	lines	on	the	tool	surface	to	
measure	curvature	and	tangent	values	[97].	While	most	of	
the	studies	have	focused	on	monitoring	the	 tool	 life	when	
the	 tool	 is	 stationary,	 using	 a	high-speed	 camera	Wang	et	
al.	[98]	have	demonstrated	that	tool	wear	can	be	measured	
when	the	tool	is	rotating.	Tiwari	et	al.	[99]	have	built	a	sys-
tem	 to	predict	flank	wear	by	correlating	cutting	 force	and	
the	 texture	 feature	 images	of	 the	machined	surface	with	a	
high	level	of	accuracy.	Although	the	vision-based	condition	
monitoring	studies	looks	promising,	the	high	cost	and	low	
accuracy	of	the	setup	is	a	drawback.	However,	the	detection	
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is	called	supervised	learning	[109].	The	architecture	of	the	
ANN	model	used	by	Baig	et	al.	[110]	to	predict	tool	life	in	
turning	is	shown	in	Fig.	7.

The	ANN	is	termed	the	black-box	model	as	it	can	approx-
imate	 any	 function	but	 does	 not	 give	 any	 insight	 into	 the	
structure	of	 the	function.	Hence	the	decision-making	does	
not	depend	on	 the	understanding	of	 the	system.	However,	
this	approach	helps	in	condition	monitoring	of	cutting	tools	
where	it	is	difficult	to	establish	analytical	models	to	corre-
late	sensor	signals	and	wear,	as	the	relationship	between	the	
input	and	output	parameters	in	machining	is	highly	complex	
and	non-linear	 [111].	Hence,	an	appropriate	 training	algo-
rithm	and	a	large	volume	of	training	data	are	critical	for	the	
performance	of	the	model.	The	major	drawback	of	ANN	is	
the	prediction	accuracy	drops	if	a	smaller	number	of	train-
ing	data	is	used.	In	addition,	the	selection	of	the	appropri-
ate	number	of	hidden	layers	and	neurons	also	contributes	to	
the	prediction	accuracy.	ANN	can	be	categorized	as	static	
and	dynamic	networks.	The	static	network	has	no	feedback	
or	delay,	and	the	signals	move	from	the	input	 layer	 to	the	
output	layer	through	the	hidden	layers	in	one	direction.	But	
in	a	dynamic	network,	all	the	layers	have	a	feedback	loop	
and	hence	the	output	is	not	just	related	only	to	the	input	but	
also	to	the	previous	inputs,	outputs,	and	even	the	state	of	the	
network	which	makes	it	highly	accurate	in	solving	complex	
problems	[112].

4.1 Neural network or artificial neural network

Artificial	Neural	Network	(ANN)	which	is	sometimes	sim-
ply	termed	as	Neural	Networks	(NN)	is	one	of	the	most	pop-
ular	and	commonly	applied	computation	models	 that	 take	
inspiration	from	the	human	brain’s	processing	technique	to	
solve	complex	mathematical	problems.	Apart	from	its	ver-
satility,	 flexibility,	 and	 processing	 speed,	 the	 technique	 is	
popular	for	its	ability	to	model	even	non-linear	relationships.	
Convolution	Neural	Networks	(CNN)	and	Recurrent	Neural	
Networks	 (RNN)	 are	 the	 other	 two	 types	 of	 Neural	 Net-
works.	The	model	consists	of	several	connected	processing	
elements	called	nodes	which	behaves	like	artificial	neurons	
to	perform	predefined	activities.	Typically,	the	model	con-
tains	input	and	output	layers	and	one	or	more	hidden	layers.	
Each	layer	contains	numerous	neurons	which	are	intercon-
nected	with	 the	 adjacent	 layers.	The	 appropriate	 selection	
of	 the	 number	 of	 neurons	 and	 hidden	 layers	 is	 crucial	 in	
using	ANN.	The	connection	strength	between	the	neurons	
is	termed	as	weights	and	it	decides	the	amount	of	influence	
an	input	has	on	the	output.	Bias	is	an	additional	parameter	
that	adjusts	the	output	along	with	the	weighted	sum	of	the	
input	 to	 the	neuron.	Weights	and	biases	 improve	 the	con-
nection	strength	between	the	neurons.	Training	is	one	of	the	
key	requirements	of	ANN	so	that	it	can	perform	the	tasks	by	
modifying	the	weights	linked	with	the	connections	between	
neurons.	The	training	process	helps	in	adjusting	weights	till	
the	output	from	ANN	matches	with	the	target	output	which	

Fig. 7	 Architecture	of	artificial	
neural	network	model	[110]
 

1 3



International Journal on Interactive Design and Manufacturing (IJIDeM)

events	which	 are	 dependent	 on	 the	 factors	 that	 cannot	 be	
observed	directly	and	hence	the	association	is	based	on	the	
probability	distribution.	 It	 is	 one	of	 the	popular	 statistical	
methods	 for	 time	 series	 data	 analysis.	 In	 the	 technique,	
the	 system	 that	 is	modeled	 is	 assumed	 as	 a	 process	with	
unknown	parameters	and	identifies	the	unknown	parameters	
from	the	observable	parameters.	In	terms	of	wear	monitor-
ing	 of	 cutting	 tools,	 the	 sensor	 signals	 are	 the	 observable	
event	while	the	tool	wear	is	the	hidden	state	[119].	Accord-
ing	to	Markov’s	assumption,	the	future	state	depends	only	
on	the	present	state	and	not	on	the	past	states.	It	can	accu-
rately	model	and	simulate	the	source	from	the	observed	data	
and	 is	 one	 of	 the	 successful	models	 in	 signal	 processing,	
text	 recognition,	 and	 speech	 recognition	 [120].	 Based	 on	
the	probability	density	distribution	an	HMM	model	can	be	
classified	into	continuous	and	discreet	models	[121].	Wang	
et	al.	[122]	have	used	HMM	technique	to	detect	sharp	and	
worn	tools	with	an	accuracy	of	more	than	95%.	The	three	
types	of	HMM	are	 the	ergodic	model,	 left-to-right	model,	
and	parallel	path	left-to-right	model	and	are	shown	in	Fig.	8 
[123].	The	left-to-right	HMM	technique	is	preferred	for	tool	
condition	monitoring	as	the	property	of	the	model,	the	next	
state	 is	 always	equal	or	greater	 than	 the	current	 state	 that	
agrees	well	to	the	state	of	tool	wear	which	does	not	decrease	
with	an	increase	in	time	[124].	Similar	to	ANN,	a	huge	vol-
ume	of	data	is	required	to	train	an	HMM	which	is	one	of	the	
downsides	of	the	technique.

4.4 Support vector machine

Support	vector	machines	(SVMs)	are	a	type	of	supervised	
machine	 learning	 algorithm	 used	 for	 classification	 and	
regression	problems	[125].	It	is	highly	flexible	in	modeling	
diverse	sources	of	data	and	can	learn	from	the	training	data	
and	make	a	generalization	which	is	used	to	correctly	predict	
outcomes	with	higher	accuracy	[126].	The	data	points	that	
are	close	to	the	hyperplane	are	support	vectors	and	the	goal	
of	 SVM	 is	 to	find	 the	 line	 or	 hyperplane	 that	 divides	 the	

4.2 Fuzzy logic

Fuzzy	 logic	 is	 a	 logical	 reasoning	 model	 to	 make	 deci-
sions	in	the	presence	of	ambiguity.	The	model	allows	mul-
tiple	possible	logic	that	 is	fairly	accurate	rather	than	fixed	
and	exact.	In	a	Boolean	data	type,	the	truth	value	of	logic	
is	represented	either	as	“True”	or	“False”	which	are	repre-
sented	as	“1”	or	“0”.	But	in	a	real-world	scenario	providing	
answers	to	questions	such	as	skin	color	or	food	taste	cannot	
be	0	or	1.	In	such	scenarios,	the	degree	of	truth	is	the	logical	
outcome.	Fuzzy	logic	allows	intermediate	values	between	0	
and	1	based	on	the	degree	of	truth	which	is	more	appropri-
ate	for	real-world	situations	[113].	This	allows	the	technique	
to	model	uncertainty	similar	to	the	human	way	of	thinking,	
reasoning,	and	perception	[114].	The	process	of	mapping	a	
given	input	to	an	output	using	knowledge-based	rules	(fuzzy	
logic)	is	the	fuzzy	inference	based	on	which	decisions	are	
made	 [115].	A	 fuzzy	 inference	 system	 involves	 input	 and	
output	 membership	 functions,	 logical	 operations,	 and	 if-
then	 condition	 statements.	 In	 classic	 engineering	models,	
the	input	variables	are	real	numbers	that	are	processed	using	
mathematical	functions	to	provide	a	crisp	numerical	output.	
But	 fuzzy	 logic	uses	 linguistic	 sets	 such	as	 low,	medium,	
or	high,	and	the	relationship	is	built	using	condition	state-
ments	to	derive	a	crisp	output	by	defuzzification.	The	logic	
of	using	linguistic	sets	allows	fuzzy	logic	to	be	more	intui-
tive	which	 resembles	 the	way	 humans	 think.	The	 various	
steps	involved	in	a	fuzzy	inference	process	are,	fuzzifying	
the	 input	 variables,	 defining	 membership	 functions,	 rule	
evaluation,	aggregation	of	 rule	output,	and	defuzzification	
[116].	 Numerous	 studies	 have	 successfully	 implemented	
fuzzy	logic	in	condition	monitoring	of	tools	[117,	118]	due	
to	its	ability	to	provide	the	results	in	a	wide	range	of	scale.

4.3 Hidden markov model

The	Hidden	Markov	Model	 (HMM)	 is	 a	 statistical	model	
that	 is	 applied	 to	 explain	 the	 development	 of	 observable	

Fig. 8	 Types	of	hidden	Markov	models	[123]
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5 Smart manufacturing, digital twins, and 
industry 4.0

The	 recent	 developments	 in	 Industry	 4.0	 technologies,	 an	
acronym	given	to	the	set	of	data-driven	digital	technologies	
such	as	Internet	of	Things	(IoT),	Big	data,	cloud	computing,	
digital	twins,	and	Artificial	Intelligence	have	enabled	digi-
tizing	the	manufacturing	industries	to	provide	a	high	level	
of	automation,	improved	productivity,	efficiency,	and	flexi-
bility	[131].	The	first	and	foremost	step	in	the	automation	of	
the	machining	process	is	real-time	condition	monitoring	and	
predicting	the	state	of	cutting	tools.	However,	the	real	chal-
lenge	in	condition	monitoring	lies	in	the	numerous	process	
variables	such	as	tool	material,	coatings,	work	material,	and	
cutting	parameters,	each	of	which	has	a	significant	influence	
and	complex	interaction	on	tool	life.	Despite	the	challenges,	
an	 intelligent	machine	 tool	 that	 can	 provide	 accurate	 and	
reliable	tool	condition	monitoring	techniques	is	the	founda-
tion	of	smart	manufacturing	and	Industry	4.0	ecosystem.	In	
addition,	by	maximizing	the	usage	of	tools,	reducing	work-
piece	scraps,	lowering	the	machining	cost,	and	optimizing	
the	process	parameters	to	reduce	energy	consumption	a	reli-
able	 condition	monitoring	 system	 can	 support	 sustainable	
machining.

Moreover,	 the	 advent	 of	 digital	 twins,	 a	 technology	
that	marries	 the	physical	 and	virtual	world	has	 the	poten-
tial	to	further	improve	process	monitoring,	prediction,	and	
optimization	possibilities.	A	digital	twin	is	a	virtual	model	
that	reflects	the	live	state	of	a	physical	system	or	a	process	
accurately	by	combining	the	data	collected	through	sensors	
and	 processed	 through	 mathematical	 models.	Apart	 from	
simulating	the	conditions	of	a	physical	system	in	a	virtual	
space,	 the	 technology	can	be	used	 to	give	commands	and	
control	 the	 physical	 space	 from	 the	 digital	 environment.	
The	concept	of	twinning	can	be	traced	back	to	World	War	II	

datasets	into	two	classes.	In	linear-SVM,	a	hyperplane	sepa-
rates	the	datasets	by	drawing	a	straight	line	while	the	datasets	
that	 cannot	be	 separated	by	 a	 straight	 line	 are	non-linear-
SVM.	A	kernel	function	is	used	to	transform	the	inseparable	
non-linear	data	into	a	higher-dimensional	space	where	it	is	
possible	to	separate	them.	The	technique	is	highly	effective	
in	cases	where	the	number	of	dimensions	is	greater	than	the	
number	of	samples.	A	hyperplane	 in	 two-dimensional	and	
higher-dimensional	SVM	algorithms	is	shown	in	Fig.	9.

The	SVM	algorithm	picks	the	hyperplane	with	a	maxi-
mum	margin	 between	 datasets	 to	 give	 the	 best	 classifica-
tion.	As	 SVM	 is	 a	 supervised	model,	 it	 takes	 the	 benefit	
of	 prior	 tool	wear	 knowledge	 to	 create	 a	 hyperplane	 that	
has	 a	maximum	margin	 between	 the	 datasets	 [127].	Bhat	
et	al.	[128]	have	converted	the	image	of	machined	surface	
to	a	gray-level	co-occurrence	matrix	(GLCM)	to	correlate	
the	 data	with	 tool	wear.	By	 applying	 the	 SVM	algorithm	
they	have	concluded	that	the	GLCM	features	show	a	poly-
nomial	 response	rather	 than	Gaussian.	Yu	and	Zhou	[129] 
have	 successfully	 applied	 the	 SVM	 technique	 to	 separate	
AE	signals	and	noise	signals	with	more	than	98%	accuracy.	
In	the	tool	wear	study	conducted	by	monitoring	the	cutting	
forces,	Wang	 et	 al.	 [130]	 have	 reported	 that	 the	 accuracy	
of	Differential	Evolution-SVM	is	superior	to	the	Empirical	
Selection-SVM,	 and	 its	 processing	 time	 is	 lesser	 than	 the	
grid	search-SVM.	Although	the	accuracy	of	the	technique	is	
very	good	and	is	highly	efficient	while	having	smaller	and	
cleaner	datasets,	 the	 training	data	 required	 is	 too	high	 for	
larger	data	sets,	and	the	efficiency	drops	if	the	data	has	noise	
and	overlapping	points.

Fig. 9	 A	hyperplane	in	SVM	algorithm
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have	different	sizes,	shapes,	and	materials.	In	addition,	both,	
under-utilization,	and	over-utilization	of	tools	result	in	loss	
to	the	machining	industries.	However,	studies	have	shown	
that	a	suitable	condition	monitoring	system	can	give	up	to	
40%	cost	savings	by	fully	utilizing	the	life	of	cutting	tools	
and	reducing	machine	downtime.

Hence,	 sensor-based	 indirect	 tool	 condition	monitoring	
techniques	can	help	 in	 in-process	monitoring	of	 tool	wear	
and	 reduce	 machine	 downtime.	 However,	 selecting	 the	
right	sensor	and	a	suitable	AI	technique	is	a	challenge.	For	
instance,	studies	have	shown	that	force	and	vibration-based	
techniques	are	highly	sensitive	even	for	minor	variations	in	
the	cutting	edge	which	can	effectively	be	used	 to	monitor	
tool	wear.	But	 the	high	cost	of	a	dynamometer,	 size	 limi-
tations	 of	 parts	 or	 tools	 that	 can	 be	mounted	 over	 it,	 and	
its	impact	on	the	rigidity	of	machine	structure	and	fixtures	
make	 it	 a	practically	unviable	option,	 especially	 in	 indus-
trial	environments.	Similarly,	the	position	of	vibration	and	
acoustic	emission	sensors	must	be	close	to	the	cutting	zone	
to	accurately	capture	 the	signals	which	are	challenging	as	
the	sensor	position	could	 interrupt	 the	machining	process.	
Although	 predictions	 based	 on	 temperature	 measurement	
have	shown	promising	results,	the	performance	of	the	sys-
tem	 is	 questionable	 in	 challenging	 applications	 such	 as	
coolant,	blindness	to	cutting	zone	due	to	longer	chips,	and	
difficulties	in	monitoring	cutting	zone	in	multipoint	cutting	
tools.	In	addition,	 the	current	models	are	developed	based	
on	a	certain	fixed	machining	condition,	whereas	the	system	
may	not	have	the	ability	to	adapt	to	the	changes	in	cutting	
parameters	or	machining	condition	in	industrial	applications	
which	may	result	in	failure.	Similarly,	the	distortion	and	dis-
turbance	to	signals	by	external	factors	in	noise	and	spindle/
feed	motor	 current	measurement	 are	 high	 in	 a	machining	
shop	 floor.	This	 shows	 that	 the	 detection	 accuracy	 of	 the	
indirect	 measurement	 technique	 is	 generally	 much	 lower	
than	 the	 direct	 techniques	 in	 industrial	 applications	 and	
finding	an	appropriate	place	in	the	tool	to	position	the	sen-
sors	without	disturbing	the	machining	operation	and	losing	
the	critical	sensor	signals	is	a	daunting	task.	But	image	pro-
cessing	can	give	accuracies	close	to	the	direct	measurement,	
and	as	the	camera	can	be	placed	away	from	the	cutting	area,	
the	 technique	 does	 not	 interfere	 with	 the	machining	 pro-
cess.	But	 the	 high	 setup	 cost,	 the	 requirement	 to	 stop	 the	
machining	 process	 to	 inspect	wear,	 and	 the	 time	 taken	 to	
measure	 tool	wear	 in	 the	multipoint	 tools	 such	as	milling	
cutter	is	a	challenge.	However,	even	with	such	challenges,	
the	technique	looks	promising	and	can	give	superior	accura-
cies	when	used	along	with	machine	 learning	and	artificial	
intelligence-based	algorithms	which	can	offset	the	time	loss	
to	a	certain	extent.

Nevertheless,	finding	an	accurate,	cost-effective,	and	reli-
able	in-process	tool	condition	monitoring	is	a	multi-decade	

war	rooms	in	which	large	maps	with	the	current	position	of	
ships	pinned	to	it	were	used	to	make	strategies	and	NASA’s	
Apollo	space	mission	in	which	a	spaceship	in	the	earth	was	
used	 to	mirror	 the	condition	of	 the	one	 in	orbit.	Although	
not	a	novel	technology	altogether,	digit	twinning	has	gained	
attraction	in	the	past	years	due	to	the	recent	advancements	
in	computational,	networking,	and	digital	technologies.

In	the	case	of	machining	and	tool	condition	monitoring,	
a	live	connection	can	be	established	between	the	machining	
process	and	its	virtual	twin.	The	various	sensors	that	are	fit-
ted	into	the	machine	collects	the	process	and	machine	condi-
tion	data	which	are	used	to	replicate	the	physical	process	in	
the	virtual	world.	The	data	is	a	mixture	of	information	such	
as	 state	of	 tool	wear,	 temperature,	pressure,	 forces,	motor	
power,	humidity,	coolant	condition,	drive	units,	work	mate-
rial	properties,	and	other	relevant	machining	data.	The	three	
major	modules	 of	 a	machining	 twin	 are	 the	 virtual	 twins	
of	CNC	 equipment,	machine	 behavior,	 and	 its	mechanics	
which	 can	 be	 collectively	 used	 for	 various	 requirements.	
Process	 monitoring,	 simulation	 and	 control,	 performance	
improvement	and	optimization	studies,	and	manipulation	of	
actuators	and	sensors	can	be	performed	on	the	virtual	model	
based	on	the	sensory	data	using	Artificial	Intelligence	algo-
rithms	which	can	be	applied	back	to	the	physical	machine.	
The	optimized	process	 parameters	 can	be	 fed	back	 to	 the	
physical	 system	 to	 improve	 the	 process	 efficiency.	 The	
highest	 level	 of	 accuracy	 and	fidelity	 can	 be	 achieved	 by	
continuously	monitoring	 the	 entire	 physical	 system	 using	
the	 virtual	model.	The	 real	 benefit	 of	 a	 digital	 twin	 is	 its	
capability	to	simulate	the	entire	machining	process	(not	just	
the	tool	wear	signals),	collect	real-time	data,	and	establish	
a	two-way	connection	between	the	physical	and	the	virtual	
system.	With	 the	massive	 amount	 of	machining	 data	 col-
lected	 from	 the	 system,	 appropriate	 digital	 technologies	
such	as	IoT,	big	data	analytics,	cloud	computing,	machine	
learning,	and	cyber	physical	system	can	empower	manufac-
turing	to	an	unprecedented	level.	Additionally,	the	seamless	
integration,	communication,	and	data	exchange	between	the	
physical	and	digital	systems	have	 the	potential	 to	develop	
intelligent	manufacturing	of	the	future.

6 Key takeaways and future directions

Excessive	wear	and	sudden	breakage	of	tools	can	severely	
affect	productivity	and	can	damage	the	workpiece,	both	of	
which	can	result	in	losses.	Traditionally,	machining	indus-
tries	rely	on	the	experience	of	the	machine	operator	(which	
is	subjective)	or	by	calculating	the	reference	life	of	tools	by	
conducting	trial	runs	to	monitor	life	and	replace	tools.	But	
it	is	difficult	to	monitor	tool	life	in	small	and	medium	scale	
machining	 industries	 that	 deal	with	 varieties	 of	 parts	 that	
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got	 widespread	 acceptance	 in	 the	 machining	 industries.	
High	 initial	 cost,	 the	 accuracy	 of	 the	 system,	 difficulties	
in	mounting	sensors	 in	an	industrial	machining	setup,	and	
the	 non-availability	 of	 a	 universal	 system	 for	 all	machin-
ing	operations	such	as	turning,	milling,	drilling,	and	so	on	
and	variation	 in	parts	 (workpiece)	are	a	 few	of	 the	poten-
tial	challenges	that	must	be	addressed.	Using	multiple	sen-
sor	signals	can	improve	the	accuracy	and	reliability	of	the	
system	which	may	invariably	increase	the	setup	cost.	How-
ever,	 the	 reduction	 in	 the	 cost	 of	 sensors	 drastically	 over	
the	last	few	years,	and	the	invention	of	advanced	smart	sen-
sors	shows	a	promising	future	for	multi-sensor	systems.	In	
addition,	 further	 focus	 on	 the	 development	 of	 tailormade	
smart	sensors,	advanced	signal	acquisition,	processing	tech-
niques,	 and	 Artificial	 Intelligence	 algorithms	 specifically	
for	 the	 tool	 condition	monitoring	 applications	 is	 a	 poten-
tial	area	of	study.	The	review	shows	 that	Artificial	Neural	
Network,	Fuzzy	logic,	Hidden	Markov	Model,	and	Support	
Vector	Machine	are	popular	AI	algorithms	used	for	decision	
making.

Apart	 from	monitoring	 the	 state	 of	 the	 tool,	 predicting	
the	remaining	useful	life	using	prognostics	modules	can	be	
a	direction	for	future	studies.	Nevertheless,	with	the	recent	
advancements	 in	 artificial	 intelligence	 and	 Industry	 4.0	
technologies	 such	 as	 the	 Internet	 of	Things	 and	Big	 data	
analytics,	the	tool	condition	monitoring	system	acts	as	the	
foundation	for	them.	With	the	introduction	of	such	advanced	
technologies,	 the	 automated	 and	digitized	production	 sys-
tem	of	 the	past	decade	 is	 rapidly	evolving	 into	 intelligent	
data-driven	 setups.	 Hence,	 leveraging	 the	 technologies	
such	as	big	data	analytics	 to	 reveal	 the	hidden	patterns	 in	
the	monitoring	signals	can	help	in	better	understanding	the	
process	and	making	quick	data-driven	decisions.	Addition-
ally,	it	also	has	immense	potential	in	converting	traditional	
manufacturing	 into	 a	digital	 (data-driven),	 intelligent,	 and	
sustainable	manufacturing	setup	that	is	reliable,	robust,	and	
cost-effective.
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long	search	that	 is	still	ongoing.	The	general	drawback	of	
most	of	the	existing	techniques	is	that	they	are	too	expen-
sive,	have	poor	accuracy,	or	cannot	be	used	in	an	industrial	
environment.	But	 an	 in-process	 tool	 condition	monitoring	
technique	is	a	necessity	rather	than	a	luxury	to	support	smart	
manufacturing	and	Industry	4.0	ecosystem	and	in	digitizing	
the	manufacturing	shop	floor.	Hence,	the	following	are	sug-
gested	as	the	potential	key	areas	for	future	research,

 ● The	development	of	advanced	wireless	miniature	smart	
sensors	 (that	 can	 independently	 perform	 data	 collec-
tion,	 data	 processing,	 and	 establish	 communication	 to	
an	external	system	such	as	an	edge	or	cloud	server)	to	
suit	the	industrial	environment	that	also	has	a	high	level	
of	prediction	accuracy	is	a	future	direction	to	address	the	
current	challenges	in	data	acquisition.

 ● A	 cost-effective	 smart	 tool	 setup	 integrated	 with	 sen-
sors	 and	 signal	processing	 system	supplied	as	 a	pack-
age	 by	 the	 tool	 manufacturers	 can	 increase	 industrial	
acceptance.

 ● A	multisensory-based	 condition	monitoring	 system	 in	
which	 each	 sensor	measures	 a	 certain	 signal	 type	 and	
a	suitable	signal-processing	algorithm	such	as	a	sensor	
fusion	 algorithm	 and	 integrated	 computational	 intel-
ligence	 to	 combine	 the	 signals	 to	 improve	 the	 overall	
monitoring	accuracy	of	the	indirect	measurement	tech-
nique	can	be	developed.

 ● The	 development	 of	 reliable	 and	 robust	 data	 process-
ing	 setups	 and	 superior	 self-learning	AI	 algorithms	 to	
effectively	filter	the	noise	signals	can	improve	the	data	
processing	efficiency	and	overall	performance.

 ● In	 addition,	 a	 cost-effective	 interoperable	 condition	
monitoring	 system	 that	 can	 be	 used	 for	 all	 types	 of	
machining	operations	is	another	area	of	research	that	has	
immense	potential.

Nevertheless,	 the	 condition	 monitoring	 techniques	 com-
bined	with	the	digital	revolution	are	poised	to	give	numerous	
benefits	such	as	higher	productivity,	flexibility,	part	quality,	
reduction	 in	 cost	 and	 process	 time,	 automated	machining	
operation,	superior	preventive	maintenance	capability,	and	
in	turn	higher	profits	to	the	businesses.

7 Conclusion

Metal	 cutting	 tools	 play	 a	 critical	 role	 in	 the	manufactur-
ing	 supply	chain	 and	monitoring	 the	 tool	 life	 in	 real-time	
to	 fully	utilize	 it	until	 its	 end	of	 life	can	 reduce	 the	over-
all	 cost	 of	 machining	 and	 facilitate	 process	 automation.	
Although	research	on	tool	condition	monitoring	techniques	
is	 an	ongoing	 research	 topic	 for	many	decades,	 it	has	not	
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1 Introduction

Rotary Friction Welding (RFW) is a common solid-state 
joining technique for both similar and different materials 
such as steel, aluminum alloys, nickel-based alloys, and 
other technical materials. Recent RFW research has revealed 
the popularity and uses of the friction welding process, and a 
thorough investigation is required before the method can be 
used to join large-scale structures like generator rods/pipes 
and nuclear power plants [1].

The development of the corona bond and the extrusion are 
the two stages of the friction welding cycle [2]. The corona 
bond generation is the first step, during which the tempera-
ture and stress field is changing constantly. The expulsion 
of flash is the final phase, in which both the temperature and 
the stress field remain constant. The word “corona bond” 
describes the morphology of the joint as it originates, devel-
ops, and fills out the interface before plasticized material 
extrudes as a flash. The first point at which corona begins 
to form is influenced by the welding conditions. The mate-
rial deformation and heat generation have a great impact 
on the microstructure and performance of the welded joint. 
As a result, it’s important to evaluate the heat generation 
that occurs during Rotary Friction welding, and simulation 
becomes an effective instrument.

15CDV6 alloy steel is low-alloy steel with high strength. 
This alloy possesses a high strength-to-weight ratio, as 
well as excellent toughness and weldability. The rods are 
attached to the missile rocket motor casings using friction 
welding. Roll cages, rocket motor casings, track and push-
rods, uprights, pressure tanks, subframes, wishbones, and 
suspension components are some of the other main usages 
for 15CDV6 alloy steel.

Feng et al. [2] performed Rotary Friction Welding (RFW) 
on rod specimens, a more common RFW structure, in which 

Abstract Friction welding is a solid-state joining method 
that does not require the workpieces to be melted. The 
thermo-mechanical mechanism during the rotary friction 
welding process of 15CDV6 alloy steel is analyzed using 
a finite element model in the ANSYS workbench. During 
the frictional stage, the effects of friction pressure, rotating 
speed, and friction time on maximum temperature along the 
interface were investigated. The experiments were conducted 
on 16 mm diameter and 65 mm length of 15CDV6 alloy steel 
to evaluate the numerical model. The model has achieved 
94% accuracy and is useful to predict the temperature distri-
bution for a set of parameters to obtain better weld quality.

Keywords Rotary friction welding · 15CDV6 alloy steel · 
Finite element analysis · Temperature distribution · Corona 
bond
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the friction heat distributions are evaluated using a MAT-
LAB environment, and the model is verified by the initia-
tion position and evolution of the corona bond generated 
at the interface. The thermo-mechanical coupling process 
corresponding to corona bond evolution during RFW was 
modeled by Feng et al.[3]. They developed a friction coef-
ficient model and SUS304 was picked up as the base metal.

Asif et al. [4] studied the temperature distribution and 
axial shortening during friction welding of duplex stainless 
steel by developing a 3D FEM model and experimentally 
validated it. It can be concluded that the frictional stage and 
upsetting stage of the welding process have more impact on 
temperature and axial shortening respectively. Li et al. [5] 
developed an analytical model to study the heat generation 
and temperature field during the initial stage of rotary fric-
tion welding. The model is very helpful for the selection of 
welding parameters. Kong et al. [6] developed a 3D coupled 
thermomechanical finite element model to study the thermal 
history, weld flash formation, and temperature distribution of 
dissimilar joints between A312 stainless steel pipe to A105 
forged steel bar. They experimentally validated the model 
according to heating time and upsetting time. Li et al. [7] 
analyzed the low-pressure RFW process of D50Re steel 
using DEFORM software. The predicted distribution of the 
contact between workpieces, temperature distribution, stress 
distribution, and strain distribution, torque, axial shortening 
under three different simulation conditions, which consider 
no thermal expansion coefficient (TE), real TE coefficient, 
and equivalent TE coefficient respectively were compared 
to each other and experimental data.

To predict the temperature field for the entire weld, Jedra-
siak et al. [8] developed an implicit FE thermal model of 
LFW. The distribution pattern and time evolution of the heat 
input, as well as the capacity to withstand substantial axial 
shortening and heat loss to the flash, are critical criteria for 
the thermal model. With a computationally efficient finite 
element analysis, Jedrasiak and Shercliff [9] simulated heat 
generation on Ti alloy linear friction welding. Bouarroudj 
et al. [10] optimized the friction time required to reach the 
forging temperature at the interface required for weld joint 
formation, which would be around 950 °C for most of the 
steels. This period is defined by the process variables rota-
tion speed, friction force, type to be welded materials, fric-
tion coefficient, etc.

Li and Wang [11] employed ABAQUS to simulate the 
coupled thermo-mechanical process using a comprehensive 
finite element model of continuous drive friction welded 
mild steel. The mild steel simulation and experiment results 
are indeed very identical. Li et al. [12] established a slide-
stick friction transition criterion and later adopted analyti-
cal models to characterize heat generation and temperature 
field, which may also provide a theoretical basis for weld-
ing parameter selection. The maximum temperature at the 

friction interface confirms the models’ reliability, and the 
difference between experimental and estimated findings 
at the transition moment is approximately 6%. To under-
stand the thermal consequences, Seli et al. [13] investigated 
the mechanical characteristics of mild steel and aluminum 
welded rods, and an explicit one-dimensional finite differ-
ence approach was employed to model the joint’s heating 
and cooling temperature distribution. The suggested finite 
difference approach will help in the design of weld param-
eters as well as provide a better knowledge of the friction 
welding process. During the linear friction welding of 
Ti–6Al–4V workpieces, Anthony et al. [14] used experimen-
tally validated models to study the impacts of process inputs 
on temperature fields, material flow, and surface contamina-
tion removal. Using ABAQUS/explicit and a two-dimen-
sional (2D) model, Pengkang et al. [15] studied the transient 
temperature field and flash during linear friction welding 
(LFW) between Ti–6.5Al–3.5Mo–1.5Zr–0.3Si (TC11) and 
Ti–4Mo–4Cr–5Al–2Sn–2Zr (TC17).

Reddy et al. [16] studied the effect of process parameters 
friction force, forge force, rotational speed, and burn-off 
length on hardness and microstructure of friction welded 
15CDV6 alloy steel. From the optimization, it is recom-
mended that rotation speed and burn-off length are the two 
most significant parameters to weld 15CDV6 alloy steel of 
17 mm diameter round rods. Ajith et al. [17] investigated 
the effect of friction pressure, upsetting pressure, and speed 
of rotations on the mechanical and metallurgical properties 
and corrosion resistance of UNS S32205 DSS joints by fric-
tion welding.

Friction welding is a welding technique in which heat is 
generated by the direct conversion of mechanical energy to 
thermal energy at the interface of the workpieces without 
the need for electricity or heat from other sources. The pri-
mary processes during FW are temperature evolution and 
joint plastic deformation, which influence the removal of 
impurities such as oxide particles from the weld zone and 
consequently control the weld quality. The effects of various 
welding parameters on temperature distribution along the 
axial direction of friction welded joints were studied using 
a 3D FEM model in this work. An experimental study was 
also conducted by joining two similar 15CDV6 alloy steel 
rods to validate the simulation results.

2  Material and Methods

2.1  Material

15CDV6 alloy steel rods with a diameter of 16 mm and a 
length of 65 mm were employed in this study. Table 1 [18] 
shows the chemical composition of the sample.
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2.1.1  Material Properties

The temperature-dependent material properties of 
15CDV6 alloy were calculated by using the JMatPro 
code. The Young’s modulus and thermal conductivity of 
15CDV6 alloy are listed in Table 2 and the specific heat 
capacity and thermal expansion coefficient are listed in 
Table 3.

2.1.2  Material Model

For finite element modeling, the Johnson–cook model 
was chosen to calculate flow stress. The following equa-
tion explains the relationship between flow stress and strain 
hardening, strain rate hardening, and temperature softening:

The elastic–plastic, viscosity, and thermal softening terms 
of the Johnson–Cook model are described by the first, sec-
ond, and third brackets of Eq. (1) respectively. In Eq. (1), �  
is the equivalent flow stress, ε is the equivalent plastic strain, 
A is the yield stress at reference temperature and reference 
strain rate, B is the coefficient of strain hardening, n is the 
strain hardening exponent, C and m are the material con-
stants which represent the coefficient of strain rate hardening 
and thermal softening exponent, respectively, �̇�∗ = �̇�

/

�̇�
0
 is 

the dimensionless strain rate ( �̇� is the strain rate, while �̇�
0
 is 

the reference strain rate), and  T∗ is the homologous tempera-
ture and expressed as

where T is the current absolute temperature, Tm is the 
melting temperature, and Tref is the reference temperature 
(T ≥ Tref ) [19–23].

The procedure for computing the constants of the John-
son–Cook model from JMatPro stress flow curves involves 
the following steps [4, 22]:

• The value of A is calculated from the yield stress of the 
metal given in Table 4, that is, A = 790 MPa.

• At T = Tref , and �̇� = �̇�
0
 , the curve ln(�−A) versus ln(� ) 

is plotted. The values of B and n are extracted from the 
intercept and slope of this plot, respectively.

• Substituting the values of A, B, and n in Eq. (1) and 
assuming T = Tref which eliminates the thermal soften-
ing term, the strain rate coefficient (C) is obtained from 
the slope of the graph [ �/(A + B�n )] versus ln(�̇�).

• At �̇� = �̇�
0
 , the viscosity term is eliminated. The expo-

nent m is obtained from the slope of the graph ln[1 − {�

(1)𝜎 = (A + B𝜀n)(1 + C ln �̇�∗)(1 − T∗m)

(2)T∗ =
T − Tref

Tm − Tref

Table 1  Chemical 
compositions of 15CDV6 alloy 
steel used in experimental 
studies

Element C Si Mn Cr Mo V Fe

Min (%wt.) 0.12–0.18 0.13 0.8–1.0 1.25–1.5 0.80–1.0 0.20–0.3 Bal.

Table 2  Young’s modulus and thermal conductivity of 15CDV6 
alloy steel

Temperature Young’s modulus (GPa) Thermal con-
ductivity (W/
mK)

50 208 26.99
100 205 28.33
200 199 30.49
300 191 31.79
400 181 32.15
500 170 31.72
600 157 30.83
700 143 29.88
800 129 29.23
900 114 29.08
1000 99.3 29.47
1100 84.9 30.27

Table 3  Specific heat and thermal expansion coefficient of 15CDV6 
alloy steel

Temperature Specific heat (J/KgK) Thermal expansion 
coefficient  (10–6/K)

50 461.6 14.102
100 480.32 14.25
200 517.16 14.57
300 558.16 14.88
400 607.56 15.2
500 670.68 15.51
600 758.72 15.83
700 759 16.15
800 760.56 16.47
900 707.08 16.79
1000 691.4 17.12
1100 690.12 17.44

Table 4  Parameters for Johnson cook material model

A (MPa) B (MPa) C n m �́�
0

790 943.88 .11 0.2408 0.477 1
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/(A + B�n)}] versus ln[(T − T
ref

)/(T
m

 − T
ref

)]. The mate-
rial-dependent constants A, B, C, n, and m are given in 
Table 4.

In ANSYS software, there is an option to provide the 
material model and temperature-dependent properties.

2.2  Thermal Model

The classical Coulomb’s friction law is used to describe the 
friction behavior at a low temperature which relates to shear 
stress at contact and axial pressure [3]:

where τ is the shear stress at the frictional contact, µ the 
coefficient at friction, and P the contact pressure. At this 
stage, the coefficient of friction is simplified as a constant, 
0.5. At higher temperatures, the material yield strength 
decreases rapidly, the interface shear strength is dominant 
at the frictional interface and is given by the Von Mises yield 
criterion as:

where  �shear is the flow shear stress and �y is the equivalent 
flow stress.

According to Amontons’ law, the heat generated by fric-
tion between the workpiece is given by

where q is the heat generated due to friction, ω the angular 
velocity, and r the workpiece radius.

After the material yields, friction at the interface becomes 
independent of pressure and visco-plastic friction is domi-
nant at the interface. At this stage, equivalent flow stress 
takes the value of shear stress of the material, and heat gen-
eration is given by

where �
s
 is the yield shear stress, ω the angular velocity, 

and r the workpiece radius.

3  Numerical Modeling

3.1  FE Modeling of Rotary Friction Welding

For the simulation of rotary friction welding, the ANSYS 
software was employed and a coupled thermomechanical 
transient method was selected. The software was provided 
temperature-dependent material properties. The temperature 
distribution along the axial direction of a friction welded 

(3)� = �P

(4)�shear =
�y
√

3

(5)q = �p�r

(6)q = �
s
�r

joint for various process parameters is the focus of this 
simulation.

3.2  FE Model and General Assumptions

The software ANSYS was used to create a 3D finite ele-
ment model. Each part was constructed with a diameter of 
16 mm and a length of 65 mm. The computations were first 
carried out with a coarser mesh. Even though the solution 
got converged, the results produced were not within the 
permitted experimental tolerance. Later, mesh refinement 
was performed until the solution was independent of mesh 
refinements and could be considered acceptable. As shown 
in Fig. 1, the material was categorized into two sections 
for meshing purposes: a tetragonal-shaped interface region 
around an 8 mm length was created with a meshing size of 
0.8 mm, and a meshing size of 2 mm was designed away 
from the weld location. The pressure and heat generated at 
the weld interface were presumed to be uniform for RFW 
analysis. Initially, the parts to be welded were in contact. 
The work holding devices were not considered in the model.

3.3  Boundary Conditions and Simulation Settings

The pressure was applied to the non-contact face of the 
non-rotating component, which was parallel to the frictional 
interface. Heat loss owing to convection, conduction, and 
radiation were all included in the thermal boundary condi-
tions. Throughout the analysis, the material emissivity was 
set to 0.4 and the heat transfer coefficient was set at 25 W/
m2K [4, 6, 24].

Table 5 shows the welding parameters chosen for fric-
tion welding of 15CDV6 alloy steel. Three sets of param-
eters were used in the simulations to investigate the impacts 
of axial pressure, rotation speed, and friction time on the 
RFW process. In group I, the process was concentrated at 
1500 rpm with an 8-s friction time, and the axial pressure 
was altered for each run. At constant axial pressure and fric-
tion time, different rotation speeds were investigated in 

Fig. 1  Complete mesh geometry of the material model
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group II. To evaluate the influence of friction time, the axial 
pressure and rotation speed were held constant in group III. 
In the above three cases, the friction pressure and upsetting 
pressure were considered to be the same. The loading was 
applied in two load steps, the friction stage was considered 
as the first step and the upsetting stage was considered as 
the second step. Also, the automatic time stepping options 
were selected for decreasing the simulation time. The cool-
ing stage was not considered in this study.

4  Results and Discussion

In this study, a simulation of RFW of 15CDV6 alloy steel 
rods was conducted. Experiments were carried out to predict 
the accuracy of the developed FEM model.

4.1  Effect of Friction Pressure

The effect of friction pressure on the temperature evolution 
in the frictional stage of the RFW method is shown in Fig. 2. 
The maximum temperature distribution is at 90 MPa fric-
tion pressure and the minimum is at 30 MPa. During the 

initial period of the frictional stage, the temperature profile 
follows the same path for all the values of friction pressure. 
Afterward, the variation in the pattern of temperature distri-
bution is easily identifiable. The temperature at the interface 
increases as welding progresses, and reaches a maximum at 
the end of the frictional stage. The temperature evolution 
at the joint is identical for different axial pressure, and the 
peak temperature increases with the increase in the friction 
pressure. This is because friction pressure has a significant 
impact on material softening which leads to the temperature 
rise during the friction stage of the friction welding process.

Figure 3a–d represents the effect of friction pressure on 
temperature distribution at 1500 rpm, 8 s friction time, and 
50 MPa upsetting pressure. The temperature distribution 
is symmetric and steadily declines from the peak value to 
either side of the weld interface. This is due to the use of 
similar materials in the welding process. It’s also worth not-
ing that when the friction pressure rises, the temperature 
rises in the frictional stage and the maximum temperature 
is at 90 MPa. It can be concluded that friction pressure has 
a major contribution to heat generation and temperature 
gradient.

4.2  Effect of Speed of Rotation

The peak temperature during friction welding rises as the 
rotational speed rises. At 50 MPa friction pressure, 50 MPa 
upsetting pressure, and 8 s friction time, Figs. 4 and 5a–d 
show the effect of rotation speed on interface temperature 
distribution during the frictional stage. The temperature rises 
rapidly for all rotating speeds during the early stage and 
reaches its highest value at the end of the friction stage. This 
is due to the effect of material strain rate on rotation speed, 
which has a considerable impact on material flow stress.

The temperature starts at 22  °C and quickly rises to 
500 °C. For this time period, the temperature profiles for 
different rotation speeds almost coincide with each other, 
and after 3 s, a differentiable variation is observed. The min-
imum temperature profile is for 1250 rpm and the maximum 
profile is for 2000 rpm.

4.3  Effect of Friction Time

Figure 6a–d depicts the temperature distribution of friction 
welds at various friction times at 1500 rpm and 50 MPa fric-
tion pressure. Friction time is the period at which frictional 

Table 5  The welding 
parameters selected for 
simulation

Parameters Rotation speed (rpm) Friction pressure (MPa) Friction time (s)

Group I 1500 30, 50, 70, 90 8
Group II 1250, 1500, 1750, 2000 50 8
Group III 1500 50 7, 8, 9, 10

Fig. 2  The effect of friction pressure on the temperature evolution at 
the weld interface
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heat is applied across the weld interface. With rising friction 
time, the maximum temperature generated during friction 
welding increases.

Figure 7a–c depicts the axial distribution of temperature 
fields for the same joint at 1500 rpm and 90 MPa axial pres-
sure to understand the temperature profile distribution over 
time. The initial contact formed at the interface is not exactly 

at the center and is a distance away along the radial direc-
tion. The non-uniform heat generation causes incomplete 
contact between the workpieces.

From Fig. 7a–c, the maximum heat generated in the early 
phases is not directly in the middle of the weld zone. i.e., 
the temperature distribution in the plastically deformed zone 
at the interface is not uniform. At 8 s, the heat dispersion 
indicates a consistent distribution in both directions. It can 
be seen that as the friction duration increases, the width of 
each zone expands symmetrically. The evolution of radial 
temperature distributions at the weld interface at 1500 rpm 
under 90 MPa forging pressure is depicted in Fig. 8. The 
simulated temperature fields during the frictional stage in 
Fig. 7 provide the basis for these observations. Friction 
welding is divided into two stages: the corona bond evolu-
tion stage and the extrusion stage. The plastic flow of the 
material happens during the corona bond evolution stage as 
the temperature rises. The maximum temperature along the 
radial direction is not in the middle of the joint and it is in 
between the radius of the circular section. The initial joint 
is formed at the interface, where the maximum temperature 
occurs.

5  Experimental Validation

The welding experiments were conducted on 15CDV6 alloy 
steel based on the parameters given in Table 4 to validate the 
simulated results. Rotary friction welding equipment, spm-
FW-01 with a maximum diameter of 20 mm was used in the 
experiment. Figure 9 shows the experimental setup of rotary 
friction welding (@CEMAJOR, Annamalai University). To 
avoid the effect of surface roughness, the faying surfaces of 
the rod specimens were polished and cleaned. During the 
friction welding process, an infrared thermometer measuring 
from − 50 to 1800 °C with a USB PC interface and adjust-
able emissivity from 0.10 to 1.0 in non-contact mode was 

Fig. 3  The effect of friction 
pressure on temperature field at 
1500 rpm and 8 s friction time, 
and 50 MPa upsetting pressure

(a)30MPa                       (b)50MPa                   (c)70MPa                 (d)90MPa

Fig. 4  The effect of rotating speed on the temperature evolution at 
the weld interface
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             (a)1250 rpm              (b) 1500 rpm                 (c) 1750 rpm                (d) 2000 rpm  

Fig. 5  The effect of rotation speed on temperature field at 50 MPa friction pressure, 50 MPa upsetting pressure and 8 s friction time

(a)   (b)                             (c)                    (d) 

Fig. 6  The effect of friction time on temperature field at 1500 rpm and 50 MPa friction pressure

(a)                                                  (b)                                                   (c) 

Fig. 7  The effect of friction time on heat distribution along the interface at 1500 rpm under 90 MPa axial pressure
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utilized to determine the temperature distribution. The infra-
red thermometer was calibrated before measuring. Along the 
weld interface region, the temperature was measured. The 

model’s accuracy was confirmed by comparing experimen-
tal and simulated findings. The parameters used were the 
same as that of the simulation. Table 6 explains the experi-
mental and simulated peak temperatures of the friction weld 
interface of 15CDV6 alloy steel. Overall, the model has 
achieved around 94% of accuracy. It can be concluded that 
the assumptions made during the simulation greatly affect 
the accuracy of the model.

Figure 10a–c compares the experimental and simulated 
peak temperature during the friction welding process for 
variation in axial pressure, rotation speed, and friction time 
respectively. There is a good agreement between simulated 
and experimental results.

6  Conclusions

Rotary friction welding of 15CDV6 alloy steel was 
simulated using a 3D non-linear finite element model in 
ANSYS. The effects of friction pressure, rotating speed, 

Fig. 8  Evolution of the interface temperature distributions of a weld 
at 1500 rpm under 90 MPa forging pressure

Fig. 9  Experimental setup 
of rotary friction welding (@
CEMAJOR, Annamalai Uni-
versity)

Table 6  Experimental and simulated peak temperatures of friction welded 15CDV6 alloy steel

Exp. No Group 1 Group 2 Group 3

1 2 3 4 5 6 7 8 9 10 11 12

Experimen-
tal peak 
temperatures 
(°C)

860.7 970.23 995.1 1010 935.6 967.2 971.4 980.6 906.8 971.6 998.3 1065.9

Simulated 
peak tem-
peratures 
(°C)

875.54 976.56 990.04 1010.3 969.84 976.56 983.3 991.39 921.1 991.39 1028.5 1077.3
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and friction time on the temperature profile was studied 
using experiment and simulation and the following conclu-
sions were drawn:

(1) Numerical simulation of rotary friction welding using 
ANSYS Workbench has been carried out. The simu-
lation results of temperature distributions along the 
axial direction and maximum temperature along with 
the interface at different axial pressure, rotating speed 
and friction time show a good agreement with actual 
experimental results. The maximum temperatures are 
much below the melting point of the material.

(2) With increasing the axial pressure, rotating speed, and 
friction time, the temperature across the weld joint 
increases.

(3) The temperature profile on both sides of the weld joint 
shows a similar pattern. This is due to the joining of 
similar materials.

(4) As the friction time increases, the peak temperature 
developed increases up to the friction stage and starts 
decreasing slightly during the upsetting stage. This is 
due to the extrusion of highly plasticized material.

(5) The model has achieved 94% accuracy. This model can 
be used to predict the welding parameters to obtain bet-
ter weld quality.
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Multi response optimization is a tool for decision making when a number of characters are to be simul-
taneously considered. Multicriteria analysis helps in choosing the most feasible outcome from a from a
finite set of available data. It is concerned with ranking of various alternatives for a particular case across
all criteria. The use of organic materials to derive composites is very popular these days due to the envi-
ronmental impact caused by artificial and synthetic composites. Organic or green composites are pre-
ferred by manufacturers due to their cost effectiveness, strength to weight ratio, durability etc. Jute is
one of the cheapest and easily available organic fibres available. In this particular study we are concerned
with the analysis of machining process of a jute fibre reinforced epoxy composite. Machining of a com-
posite sheet results in matrix cracking, fibre pull-out, delamination etc. So, it is important to optimize
various cutting parameters to obtain the most feasible results. The main objective of this study is to opti-
mize 3 cutting parameters (output parameters) surface roughness (Ra & Rz), material removal rate and
tool wear rate. To obtain these output values input parameters feed rate, spindle speed and depth of
cut are varied. The Taguchi L27 orthogonal array is chosen and grey relational analysis is used to get
the optimum performance parameters, that is, minimum surface roughness and Tool Wear Rate (TWR)
and maximum Material Removal Rate (MRR). Regression analysis is also done to obtain empirical formu-
las for each parameter.
Copyright � 2022 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Processing and Characterization of Materials.
1. Introduction

In material engineering a composite is a combination of differ-
ent materials with different chemical and mechanical properties.
Main feature of composites is their capacity to obtain different
properties according to the need of the user[1,2]. Different combi-
nation of constituents is used for different applications. Nowadays
composites are used for many applications including automobile
engineering, aerospace engineering etc. Most of the materials used
for composite manufacturing have inorganic origins. But most of
these composites suffer from wear, thermal degradation etc. So
nowadays natural fibres are used to replace these artificial con-
stituents. These materials are light weight, environment friendly,
high specific strength etc[3–5]. But most of the natural materials
used in making composites are fibrous in nature. This is not desir-
able when considering the machinability of these materials. This
will result in fibre pull out, delamination etc. Thus, at normal con-
ditions natural fibres have high surface roughness[6–8].

These problems can be diminished to a certain extent with the
help of optimization of machining parameters. Taguchi method can
be successfully implemented for this purpose. Taguchi analysis are
being constantly being implemented in manufacturing and design
sectors due to its capability in delivering quality goods. Taguchi’s
L27 or L9 methods can be used for the analysis of the machining
parameters of the composite materials. L27 helps in more sophis-
ticated analysis with 27 test results. 3 input parameters are varied
to obtain different values of 3 output parameters. In study of com-
posite manufacturing and machining this method can be effec-
tively employed to obtain the most desirable input values for
spindle speed, feed rate, depth of cut etc to obtain most desirable
output[9–14].

Many applications including matlab, minitab etc can be used to
carry out Taguchi’s analysis. Minitab is extensively used in statisti-
cal analysis. The most important aspect of this software is its sim-
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plicity. Main effect plots can be developed using this software
which make this study more effective and easier to understand.

The main purpose if this study is to carry out machining of jute
composite using CNC machine and to analyse the effect of inputs
on the outputs such as MRR, Ra, Rz and TWR.
Fig. 1. Jyoti VMC 430.

Fig. 2. Machining Set-Up.

Table 1
Different stages of input variables.

Input parameters Stage-1 Stage-2 Stage-3

Spindle speed (N) (rpm) 2500 4500 6500
Feed rate (f) (mm/min) 0.25 0.45 0.65
Depth of cut (d) (mm) 0.25 0.50 0.75
2. Material and methods

2.1. Jute

Jute is one of the most abundantly available natural fibre in nat-
ure. And India is one of its major manufacturers of jute. Jute fibre
has good tensile strength and gas very low extensibility. Another
advantage of jute as a natural fibre is its biodegradability. It also
shows very good strength to weight ratio. Jute is one of the cheap-
est natural fibre available in the market. Its adhesion properties
with epoxy resins are appreciable. The cute fiber is procured from
Go Green products, Chennai.

2.2. Epoxy resin

Epoxy resin is one of the most abundantly used adhesives in
making of composites. It has good compatibility with wide range
of materials. The thermal properties of epoxy resins are also good.
They can obtain good mechanical properties when cured at higher
temperatures. They also show appreciable strength under bending
and tension. The finishing given by epoxy after curing diminishes
fibre pull-out of the composite to a certain extent. The mixing ratio
of resin and hardener are 10:1. Commercially available epoxy
LY556 and hardener HY951 are used in the composite.

2.3. Hand layup process

Hand layup process is one of the simplest and commonly used
method for manufacturing simple composites. The composite is
manufactured layer by layer, by applying epoxy resin between
each layer of jute fibre cloth. The manufacturing process can be
explained by following steps.

� Applying release gel to the mould.
� Mixing the epoxy resin with a hardener thoroughly.
� Applying the epoxy resin to the mould and using rollers to
remove air bubbles present in the layer.

� Placing jute first jute layer over this epoxy layer.
� Applying epoxy resin to the top of the jute.
� Repeating the above cycle.

2.4. Machining process

The machining was carried out in a Jyoti VMC – 4301 CNC
milling machine. The machine is shown in Fig. 1. The main param-
eters of this machine are.

� Spindle Motor Power � 7.5/5.5 KW
� Machine Weight � 3300 kg
� No. of Tools � 12
� Table Size � 600 mm � 300 mm
� Max. Spindle Speed � 10000 rpm
� Cutting Feed � 10 m/min

The jute epoxy composite was held on the table using an angle
plate. The machining process is shown in Fig. 2 The machining was
done with the help of a 6 mm diameter end milling cutter. 3 sides
of the composite were machined by varying the depth of cut from
0.25 mm to 0.75 mm with an interval of 0.25 mm. The 3 feed rates
2170
chosen were 0.25 mm/min, 0.5 mm/min and 0.75 mm/min. The
speeds of spindles for the 3 levels were 2000 rpm, 4000 rpm,
6000 rpm as shown in Table 1..

Final product is shown in the Fig. 3. Total 27 results are
obtained and they are tested using various equipment. The surface
roughness was tested using a surface roughness testing machine.
The tool wear rate was obtained through measurement of tool
weight precisely after each milling operation.
3. Results and discussion

The values of Ra, Rz, Tool Wear Rate and Material Removal Rate
are shown in the Table 2.. These values were fed into minitab and
were subjected to analysis. The main advantage of analysis using



Fig. 3. Jute fibre composite.

Fig. 4. Main effect plot for MRR.

Fig. 5. Main effect plot for Ra.
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minitab is the ability to generate main effect plot and to rank each
test condition to get optimum condition.

3.1. Optimum condition for material removal rate

From the main effect plot in Fig. 4 it is obvious that the MRR
increases with increase in feed rate, depth of cut and spindle speed.
Hence maximum MRR is obtained at 6500 rpm speed, 0.75 mm
depth of cut and 0.65 mm/min speed rate, that is test condition 27.

3.2. Optimum condition for Ra

From the main effect plot the optimum value of Ra is obtained
6500 rpm, 0.25 mm/min and depth of cut at.

0.50 mm. That its most desirable Ra values is obtained at test
condition 20. The main effect plots are shown in Fig. 5.
Table 2
Results from experiments.

Sl. No INPUT VARIABLES OUTPUT VARIABLES

Spindle Speed (N) (rpm) Feed Rate (f) (mm/min) Depth of Cut (d) (mm) MRR Surface Roughness (Ra) (lm) Surface Roughness (Rz) (lm) TWR

1 2500 0.25 0.25 44 4.795 4.525 0.010
2 2500 0.25 0.50 132 4.661 4.399 0.011
3 2500 0.25 0.75 232 4.702 4.438 0.013
4 2500 0.45 0.25 95 5.165 4.875 0.015
5 2500 0.45 0.50 201 4.996 4.715 0.017
6 2500 0.45 0.75 307 5.224 4.930 0.020
7 2500 0.65 0.25 137 5.374 5.072 0.044
8 2500 0.65 0.50 250 5.091 4.805 0.043
9 2500 0.65 0.75 345 5.398 5.095 0.054
10 4500 0.25 0.25 53 4.774 4.505 0.005
11 4500 0.25 0.50 152 4.666 4.404 0.006
12 4500 0.25 0.75 232 4.626 4.366 0.005
13 4500 0.45 0.25 103 5.082 4.796 0.010
14 4500 0.45 0.50 206 4.934 4.657 0.006
15 4500 0.45 0.75 309 4.948 4.670 0.015
16 4500 0.65 0.25 152 5.207 4.914 0.030
17 4500 0.65 0.50 250 5.015 4.733 0.031
18 4500 0.65 0.75 340 5.219 4.925 0.043
19 6500 0.25 0.25 55 4.583 4.326 0.003
20 6500 0.25 0.50 147 4.504 4.251 0.003
21 6500 0.25 0.75 240 4.637 4.376 0.005
22 6500 0.45 0.25 103 4.971 4.691 0.003
23 6500 0.45 0.50 221 4.811 4.541 0.005
24 6500 0.45 0.75 309 4.986 4.705 0.006
25 6500 0.65 0.25 147 5.306 5.008 0.019
26 6500 0.65 0.50 260 5.120 4.832 0.023
27 6500 0.65 0.75 358 5.310 5.012 0.036
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Table 3
Grey relational analysis.

Sl. No MRR Surface Roughness (Ra) (lm) Surface Roughn

1 0 0.325105 0.325105
2 0.28125 0.175128 0.175128
3 0.6 0.221621 0.221621
4 0.164063 0.73904 0.73904
5 0.5 0.55007 0.55007
6 0.8375 0.80503 0.80503
7 0.296875 0.973004 0.973004
8 0.65625 0.656553 0.656553
9 0.959375 1 1
10 0.03125 0.301347 0.301347
11 0.34375 0.181366 0.181366
12 0.6 0.136373 0.136373
13 0.1875 0.646294 0.646294
14 0.515625 0.481319 0.481319
15 0.84375 0.496317 0.496317
16 0.34375 0.785772 0.785772
17 0.65625 0.571305 0.571305
18 0.940625 0.79927 0.79927
19 0.0375 0.088486 0.088486
20 0.328125 0 0
21 0.625 0.148477 0.148477
22 0.1875 0.521919 0.521919
23 0.5625 0.343447 0.343447
24 0.84375 0.538416 0.538416
25 0.328125 0.896861 0.896861
26 0.6875 0.688393 0.688393
27 1 0.90136 0.90136

Fig. 6. Main effect plot for Rz.

Fig. 7. Main effect plot for TWR.
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3.3. Optimum condition for Rz

The main effect plot for surface roughness Rz is shown in Fig. 6.
And the optimum condition is obtained at test condition 20.
6500 rpm spindle speed, 0.50 mm depth of cut and 0.65 mm/min
feed rate.

3.4. Optimum condition for TWR

For minimum tool wear rate, the spindle speed should be max-
imum. And the depth of cut and feed rate should be minimum. The
main effect plot for TWR is shown in Fig. 7. The optimum value of
TWR is obtained at 6500 rpm, 0.25 mm/min feed rate and 0.25 mm
depth of cut.

3.5. Grey relational analysis

The main function of Grey relational analysis is the generation
of a single mathematical relation between the input parameters
and each output parameters. Hence it results in a single objective
function to obtain unique solution for each input parameter. Also,
this result in the generation of unique Grey relational coefficient
and grade. These values can be used to rank each test results and
find the optimum case as shown in Table 3.. Also, the main effect
plot is generated for the Grey relational analysis as shown in
Fig. 8. From the graph its obtained that the most optimum condi-
tion among the test results were speed at 6500 rpm, feed rate at
0.25 mm/min and depth of cut at 0.50 mm.

3.6. Mathematical modelling

MRR ¼ � 130:3 þ 0:00266N þ 264:18f þ 396:79d ð1Þ

Ra ¼ 4:5008 � 0:000033N þ 1:414f � 0:04d ð2Þ

Rz ¼ 4:2478 � 0:000031N þ 1:334f � 0:0433d ð3Þ

TWR ¼ � 0:00545 � 0:000003N þ 0:07241f þ 0:01238d ð4Þ
ess (Rz) (lm) TWR Weighted Grey Relational Grade Rank

0.14 0.748304346 4
0.16 0.719694099 8
0.19 0.641238141 11
0.24 0.558923245 14
0.27 0.525417072 16
0.33 0.435626794 22
0.81 0.422003766 23
0.78 0.421923875 24
1 0.335653105 27
0.05 0.774541539 3
0.06 0.738272616 5
0.04 0.737969426 6
0.14 0.595224908 13
0.07 0.597134292 12
0.23 0.515180337 17
0.53 0.463943105 19
0.54 0.461660628 20
0.79 0.376082892 25
0.01 0.902474925 1
0 0.900943396 2
0.04 0.728111299 7
0 0.676455961 9
0.04 0.645531379 10
0.06 0.556988732 15
0.31 0.484237114 18
0.39 0.456080681 21
0.64 0.371380565 26



Fig. 8. Main effect plot for grey relational grade.
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4. Conclusion

A fibre was manufactured using hand layup process. And it was
milled using a CNC machine. The analysis was conducted using
Minitab software. The following conclusions were drawn from
the experimental study:

1. Minimum Ra and Rz (Surface Roughness) was achieved at
6500 rpm, 0.25 mm/min and 0.50 mm depth of cut

2. Minimum TWR (Tool Wear Rate) was achieved at 6500 rpm,
0.25 mm/min and 0.25 mm depth of cut.

3. Maximum MRR (Material Removal Rate) was achieved at
6500 rpm, 0.65 mm/min and 0.75 mm depth of cut.

4. Overall optimummachining conditions through Grey Relational
Analysis were at 6000 rpm, 0.25 mm/min and depth of cut at
0.25 mm.
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Study of discharge characteristics and
multi objective optimisation of
machining parameters in ultrasonic
vibration assisted micro electrical
discharge machining

Leeba Varghese , Manesh Kailathuvalappil Kochunny and Jerin George

Abstract
Micro-EDM is a non-traditional manufacturing technique that uses the heat energy of the plasma to remove material.
When there is a sufficient electric potential between two electrodes, the dielectric in between becomes ionised,
resulting in the formation of a plasma channel. The net discharge energy produced is the result of the current and
voltage present at the inter-electrode gap (IEG). The current and voltage waveforms obtained from the oscilloscope
are used to calculate the discharge energy. A small part of this discharge energy gets converted as plasma temperature,
which facilitates material removal in micro-EDM. Because plasma is the only source of heat, its properties must be
studied. In the present study, Optical Emission Spectroscopy is used to calculate the temperature of the plasma. This
article explores the scope of a hybrid micro EDM process, where an ultrasonic vibration is integrated to the tool
electrode. A systematic approach using Response Surface Methodology is employed for modelling and analysis of
plasma properties and material removal in micro EDM. Two types of input parameters were chosen: Voltage and pulse
on time being the electrical parameters, and Amplitude and Frequency as the vibrational parameters. Dielectric used is
deionised water. A single spark experiment was performed on Nitinol Shape Memory Alloy and tool used was of same
material. Ultrasonic vibration was provided to the tool using a piezoelectric actuator. It was found that electrical
parameters have a significant impact in determining plasma properties and material removal properties. Vibrational
parameters play a vital impact in enhancing the crater’s surface features.

Keywords
Micro-electrical discharge machining, electrical parameters, vibrational parameters, shape memory alloy, response sur-
face methodology
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Introduction

Micro EDM is a cutting-edge manufacturing tech-
nique that can remove material with sub-grain dimen-
sions. Due to its non-contact nature, it causes
minimal damage to the material and thus retains the
material’s properties.

Due to the heat energy of the plasma, which forms
in the space between the tool and the workpiece,
material removal occurs. Both the electrodes are
immersed in a dielectric. A power supply circuit is uti-
lised to apply an electric potential at the inter elec-
trode gap (IEG) between the tool and workpiece.
Primary electrons generated at the tool and those
already present in the dielectric serve to start break-
down of the dielectric. A series of chemical reactions
are initiated, releasing secondary electrons and a

plasma channel is created as a result of the breakdown
of the dielectric. This sudden explosion of electrons
appears as a spark and lasts for a few microseconds.
These ions and electrons strike the tool and workpiece
surfaces, melting and evaporating material from their
surfaces, respectively. The pressure of the surrounding
dielectric causes the plasma to collapse when the
power is switched off. The dielectric flushes away the

Department of Mechanical Engineering, Government Engineering

College, Thrissur, Kerala, India

Corresponding author:

Leeba Varghese, Research Scholar, Department of Mechanical

Engineering, Government Engineering College, Ramavarmapuram,

Thrissur 680009, Kerala, India.

Email: leebavarghese1982@gmail.com

https://uk.sagepub.com/en-gb/journals-permissions
https://doi.org/10.1177/09544062231168775
journals.sagepub.com/home/pic
http://crossmark.crossref.org/dialog/?doi=10.1177%2F09544062231168775&domain=pdf&date_stamp=2023-05-02


molten metal, leaving a crater on the workpiece’s
surface.1

After discharge, the dielectric deionises and regain
the dielectric strength. Sometimes, even before the
deionisation is complete, another discharge may take
place either at the same spot or at a different location.
This could be due to the non-uniform IEG because of
the surface irregularities on both the workpiece and
the tool. This results in further release of discharge
energy, causing arcing, which may damage the surface
at multiple locations.2 Short circuit is also a flawed
discharge caused by metal-to-metal contact. Potential
difference reduces further and current flows through
the point of contact.3 Material removal will not take
place in this condition.

Even though many studies have been conducted on
EDM technology, very few have dealt with analysing
plasma discharges. Most of them are based on simula-
tion as the physical measurement of plasma character-
istics is challenging. Plasma, once formed, will last
only for a few microseconds. Therefore, one has to
rely on non-contact type measurement to study about
plasma characteristics. This is done through optical
emission spectroscopy.4

Breakdown of the dielectric depends on many fac-
tors, including pulse duration, inter-electrode gap
length, the voltage applied and resistivity of the
liquid.5 When dielectric flushing is applied, the prob-
ability of getting a proper spark is very low in micro-
EDM. This is because the pulse duration is in the
order of microseconds, and by the time a fresh dielec-
tric occupies the inter-electrode gap, the on-time of
the applied pulse will be over, and the chances of the
dielectric getting deionised will reduce. Also, the IEG
of a mEDM is below 10mm, which will reduce effec-
tive dielectric flushing. A clean and debris-free dielec-
tric at the IEG will produce a better spark. Pulsing
the dielectric at the IEG causes cavitation bubbles
and, later, micro jets, which effectively flush the deb-
ris at the gap.6

The plasma channel’s hydrostatic pressure
increases as the tool descend by adding acoustic pres-
sure to the ambient dielectric pressure. This limits
plasma channel growth and raises electron density
(Ne). The tool electrode’s high-frequency mobility
enhances the kinetic energy. This raises the tempera-
ture of the plasma, causing more metal to melt from
the workpiece surface.7

Micro EDM is a prominent manufacturing process
in the machining of advanced materials like shape
memory alloys (SMA) due to the increased material
removal rate (MRR) and decreased surface roughness
it provides. Nickel-titanium alloy, also known as
Nitinol, is a SMA used in various industrial applica-
tions such as automotive, robotics, actuators, electro-
nics and biomedical.8 They belong to a group of
metallic alloys that can revert to their original state
after undergoing a memory process that alternates
between two transformation phases which is either

temperature or magnetic field dependent. In addition
to the shape memory effect, good bifunctionality and
biocompatibility make Ni Ti-based shape memory
alloys (Nitinol), a suitable candidate for biomedical
applications. However, it is a very difficult material
to machine and calls for specialised manufacturing
and finishing techniques. With Nitinol, EDM and
laser cutting are frequently used techniques. The main
problems are low material removal rate, high tool
wear rate and low surface finish resulting in low fati-
gue strength of the product. This paper reports the
significance of Ultrasonic Vibration Assisted micro
EDM (UAmEDM) operating parameters in the char-
acteristics of the plasma and thereby in the material
removal rate of the process and surface finish of the
workpiece.

Experimental details

Material used

The tool as well as workpiece used here is Nitinol.
This was chosen so that migration of tool to the work-
piece will not alter the properties of Nitinol. Energy
Dispersive 3 Ray Analysis (EDX) image is taken to
check the composition of the workpiece, and the data
obtained is shown in Table 1. Also, deionised water is
used as the dielectric so that deposition of foreign par-
ticles on electrodes can be avoided during dielectric
decomposition.

Experimental setup

An experimental setup was developed in-house as
shown in Figure 1. A servo-controlled XYZ stage
with a resolution of 1 micron was used. The dielectric
tank is fitted on the XY axis. Z axis was provided

Table 1. EDS composition analysis of Nitinol.

Element Weight % Atomic %

TiK 44.8 49.8
NiK 55.2 50.2

Figure 1. UV - EDM Experimental set up.
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with an emergency stop triggered by a feedback sys-
tem. To set the spark gap, the tool was made to move
in the Z axis. A micro position controller controls the
movement of the axis through a software interface,
Mach 3 Loader, a CNC control package capable of
processing G codes.

The ultrasonic vibrations are generated by a piezo-
electric actuator APA400M, manufactured by
CEDRAT Technologies. The vibration is parallel to
the direction of movement of the actuator with ampli-
tude in the range of 0–10 mm . The output signal
from the pulse generator is transmitted to the actua-
tor through two twisted PTFE insulated AWG28
wires 100mm long with a banana plug of diameter
1mm. The actuator can vibrate through a frequency
ranging from 0.05 to 500kHz. It is fitted to a Teflon
block for mechanical support, and the assembly is
assumed to be infinitely stiff. The tool electrode is
connected to the Teflon block. This is done so that
when voltage is applied between the electrodes, the
piezoelectric component remains safe. Also, the vibra-
tion signals are transmitted to the tool through the
tool holder without loss.

The pulse generator circuit shown in Figure 2 is a
hybrid circuit with the duration of the discharge
waveform controlled by a transistor. An isolation
transformer is used, which limits the input voltage to
110V to protect the circuit. The discharge circuit con-
sists of a full wave bridge rectifier that converts AC to
DC. A filtering capacitor C1 is the voltage source that
charges the capacitor C2, a storage capacitor. A con-
trol pulse unit and MOSFET control the pulse ON
and OFF time. The tool was given negative polarity
and the workpiece positive polarity.

Spark will be produced when the voltage applied
becomes sufficient to split the dielectric at the inter-
electrode gap (IEG). The zero-gap position is located
using an inbuilt offline feedback system. Then the
tool can be moved to the required position, and the
required spark gap can be maintained. Tektronix
TBS2000 series oscilloscope was used for monitoring
current and voltage waveforms.

The spectroscope used in the present study is
HOLMARC Spectra G600 75F, with a wavelength
range of 320–618nm. It is equipped with a CCD cam-
era, Toshiba TCD1304DG, to detect the light that
comes in through the inbuilt micrometer-controlled
variable slit on the spectroscope. Optical fibre with a
core dia 1.5mm and length of 1m is used to capture
the light produced at the spark. Spectra Analyte
V2.26 is the software interface that displays the spec-
trum. The schematic of the experimental set up is
shown in Figure 3.

Principle and methodology

Discharge energy

Plasma develops in three stages (1) Ignition phase, (2)
Heating phase and (3) Removal phase.9 Once ionisa-
tion starts in the dielectric, its resistance to the flow
of current starts to deteriorate.10 The applied poten-
tial difference drops and current starts to flow in the
IEG. Thus, the discharge voltage obtained is always
smaller than the open circuit voltage. A part of the
thermal energy produced results in removal of mate-
rial through melting and vapourisation.

In a transistor based circuit, the net discharge
energy produced at the IEG is the product of dis-
charge voltage, instantaneous current and time.11

Voltage and current waveforms were obtained for all
combinations of voltage and pulse on time. In order
to analyse the impact of ultrasonic vibration, the
same set of experiments were repeated with an ultra-
sonic vibration of amplitude 5mm and frequency
60kHz at each discharge.

Plasma spectroscopy

The plasma formed due to the avalanche of electrons
lasts only for a few microseconds, making direct tem-
perature measurement quite challenging. Optical
emission spectroscopy is used to capture light inten-
sity generated by various elements in the plasma.
Plasma formation and maintenance involve numerous
chemical processes. These are ionisation, excitation,
dissociation and elastic reactions as shown in Table 2.

Figure 2. Pulse generator circuit.

Figure 3. Schematic of UV-EDM Experiment set up.
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Ions belonging to different species, which are formed
from the ionisation of the dielectric as well as the dis-
association at the electrodes, are liberated into the
dielectric in the IEG.12

The diverse species absorb the energy released by
the reactions during this stage, which excites them to
a higher energy level. This occurs during the plasma’s
initialisation and expansion stages. These species
return to their minimum energy stage as plasma tends
to revert to its stable state. The fibre optics attached
to the spectroscope capture the visible energy
released.13 An in-line CCD camera processes the
spectroscope images, and the emission spectra is
plotted as displayed in Figure 4. Data from this emis-
sion spectrum is used to calculate temperature and
electron density, which defines the characteristics of
the plasma.

Temperature measurement. Temperature is determined
using the Boltzmann line pair method. The spectrum
obtained contains both continuum and line radiation.

Line radiation is due to the ions returning from an
excited state to the initial state. This justifies the
assumption of a local thermodynamic equilibrium
(LTE) where ionisation reactions are reversible.
Therefore, Maxwell-Boltzmann statistics is applied to
describe the population at various energy levels of an
atom. The absence of higher ionisation stages is also
an indication of LTE. Continuum radiation is due to
the free-bound electrons. Electrons may accelerate
and escape from the control of the atom or may
decelerate when they encounter some obstacle in their
path. This causes continuum radiation, which may
fall in any range of the electromagnetic spectrum.

According to Maxwell Boltzmann distribution, the
number of particles present in the energy level, say,
ith level, which is the most probable microstate, is
given by

ni =
n0 gi
Z

exp
�Ei

Kb Te

� �
ð1Þ

In this case, the most probable microstate is the equi-
librium microstate. Here, n0 is the overall density of
particles in plasma, gi is the statistical weight of
excited states, Ei is the excitation energy, Z is the par-
tition function, Kb is the Boltzmann constant and Te

is electron temperature.
As the plasma is considered to be in LTE, electron

temperature (Te) is the same as the plasma tempera-
ture (T). During the upper to the lower-level transi-
tion of particles, the e is the emission coefficient of the
line emitted.

e=
1

4

hc
l
Aijni ð2Þ

Where, Aij is the transition probability from i to j.
Replacing ni in the equation;

e=
hc
4

n0
Z

giAij

l
exp � Ei

KbTe

� �
ð3Þ

Considering two lines emitted from same species with
wavelengths l1 and l2, the ratio of their line intensity
is obtained as;

I1
I2

=
e1
e2

=
g1A1

l1

l2

g2A2
exp

E2 � E1

KbTe

� �
ð4Þ

From equation (4), plasma temperature Te
14

Te =
E2 � E1j j

ln I1l1A2g2
I2l2A1g1

� �
Kb

ð5Þ

Where E1 is the ionisation energy, A1 is the transition
probability, g1 is the statistical weight of the excited
level, and I1is the recorded emission line intensity at

Table 2. Reactions in plasma formation.

Sl No Reaction Collision type

1 e + H2O = . e + H2O Elastic
2 e + H2O = . e + e + H2O + Ionisation
3 e + H2O = . e + e + OH +
4 e + H2O = . e + e + O +
5 e + H2O = . e + e + H +
6 e + H2O = . e + e + H2 +
7 e + H2 = . e + e + H2 +
8 e + O2 = . e + e + O2 +
9 e + H2O = . e + OH Excitation
10 e + OH = . e + H2O
11 e + H2O = . e + H
12 e + H = . e + H2O
13 e + H2O = . HO + H- Attachment
14 e + H2O = . H2 + O-
15 e + O2 = . O- + O
16 e + H2O = . H + OH-

Figure 4. Emission spectra.
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wavelength l1. E2, A2, g2 and I2 are similar functions
at wavelength l2, and Kb is the Boltzmann constant.
NIST data15 can be used to determine the values of
each of these parameters, with the exception of the
radiant intensities I1 and I2 in equation (5). By using
optical emission spectroscopy to quantify radiant
fluxes, it is possible to determine the ratio between
two intensities.

As the intensity ratios are taken from line radia-
tions, there are chances of errors in temperature calcu-
lation if the intensity measurements are not accurate.
Relatively small difference in excitation potential, and
uncertainty in transition probability are also reasons
for inaccuracy. Also, ground states and metastable
states should be avoided since they are in the lower
energy state and will tend to remain in that state for a
longer period of time.

Electron density measurement. Electron density is mea-
sured from the spectral line, which is broadened as a
result of collisions between perturbers in the region of
emitting atoms. The acquired spectrum’s line shape is
influenced by electron density. It is determined using
the spectral line radiation’s Full Width at Half
Maximum (FWHM). As the electron density
increases, the line shape will broaden and shift from
its theoretical position.

In EDM plasma, Stark broadening of the line
radiation occurs due to collision between emitters and
charged perturbers. Due to the motion of electrons
and ions in the plasma channel, an electric field is
developed inside the plasma, which directly influences
the emitter’s lines shape, and this is known as the
Stark effect. In the present study, hydrogen Balmer
lines (Hb) are used for electron density calculation as
it is more sensitive to the Stark effect. Also, for densi-
ties up to 1017 cm23 Hb line lies clearly separated
from the underlying continuum as well as from the
neighbouring lines. It was inferred from the literature
that Lorentz fit, as shown in Figure 5 suits better for
Stark broadening simulations and for calculating Ne,
FWHM is used. The equation for calculating Ne is
given by14;

Ne =C � Dlb
3=2 ð6Þ

Where Ne electron density in cm23, C is excitation
coefficient.

Material removal characteristics

Surface roughness. The quality of the finished surface is
a crucial parameter in the micromachining of Nitinol.
This is because the defects present on the surface may
act as stress raisers and cause premature failure.16 All
craters were measured five times using Mitutoyo,
SURFTEST SJ-410 and the Ra value was averaged.
The Standard used was ISO1997. Cut off length is

0.25mm, and the evaluation length is 0.5mm. The fil-
ter used is Gaussian, which is used to eliminate wave-
length above and below certain frequencies.

Diameter and depth of crater. Since the experiment per-
formed was single spark experiments, the amount of
material removed was very low. Therefore, the calcu-
lation of the Material Removal Rate (MRR) is irrele-
vant. Instead, the diameter and depth of the crater
produced at each input condition are measured using
a non-contact optical profilometer AEP Nanomap
1000WL I. Three-dimensional topography is
obtained, as shown in Figure 6(a). The diameter of
the crater and its depth are measured from the cross-
sectional data, as shown in Figure 6(b).

Results and discussion

Estimation and analysis of Discharge Energy

Discharge energy was calculated for each combina-
tion of voltage and pulse on time from the current
and voltage waveforms obtained from the oscillo-
scope. It can be seen from Table 3 that for all the nine
combinations of voltage and pulse on time, the value
discharge energy shows only a slight variation when
ultrasonic vibration is applied.

Figure 7(a) to (i) shows the current and voltage
waveforms at nine combinations of open circuit vol-
tage and pulse on time, when ultrasonic vibration is
not applied. In Figure 7(b) and (c), at an open circuit
voltage of 40V, it can be seen that, at a certain point
during the discharge, the voltage drops instantly and
current rises. This shows that the electrodes came in
contact with each other, resulting in a short circuit. In
such cases, material removal does not take place.
When ultrasonic vibration is applied for the same val-
ues of voltage and pulse on time, the tool vibrates at
a certain amplitude and this prevents occurrence of a

Figure 5. Lorentz fit.
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short circuit as can be seen in Figure 8(a) to (i). At
higher values of discharge energy, the incidence of
short circuit are comparatively lesser. This is because,
at higher discharge energies, the break down voltage
of the dielectric is reached at a comparatively higher
inter electrode gap width. In the present experiment,
instances of arcing were not observed.

The second set of experiments were conducted with
ultrasonic vibration assisted tool electrode in micro
EDM setup. Design-Expert is used for the design of
experiments (DOE) and optimisation. Response sur-
face methodology (RSM) generates DOE using the
Box-Behnken design.17 Plasma temperature (Te), elec-
tron density (Ne), surface roughness (SR), crater dia-
meter and depth are response parameters. The input

parameters employed in the current study along with
their levels are listed in Table 4.18

The experiments are carried out according to run
order at specified levels with two replications. The
output responses, temperature, electron density, sur-
face roughness and diameter and depth of crater are
given in Table 5.

Response surface modelling (RSM) is used in this
study to explore how the various UVEDM process
parameters affect the output responses while estab-
lishing relationships between the parameters and vari-
ous machining criteria.

An equation of the following kind describes the
response surface in the general case19:

Response= b0+
Xk

i=1
bixi +

Xk

i=1
biix

2
i

+
Xk

i=1
bijxixj + e

ð7Þ

Where:
xi =Coded levels of S quantitative process

variables
b=second-order regression coefficients

Analysis of plasma characteristics

Estimation of electron temperature. Emission spectra of a
spark produced at 60V, 60ms on – time, with tool

Table 3. Discharge energy and maximum current at different input conditions.

Sl no Voltage (V)-Ton
(ms)-Amplitude
(mm)-Frequency (kHz)

With vibration Voltage-Ton Without vibration(mj)

Discharge
Energy (mj)

Max
Current (A)

Discharge
Energy (mj)

Max
Current (A)

1 40-20-5-40 59.4 14 40-20 60.9 20
2 40-40-5-60 79 16 40-40 64.3 30
3 40-60-5-40 89.5 23 40-60 69.7 30
4 60-20-8-40 125 35 60-20 122 35
5 60-40-5-40 176 37 60-40 160 37
6 60-60-5-60 197 34 60-60 190 34
7 80-20-5-40 230 49 80-20 213 50
8 80-40-5-60 245 52 80-40 263 49
9 80-60-5-40 274 51 80-60 306 49

Figure 6. (a) 3D Topography of crater (b) Cross sectional
data.

Table 4. Process parameters and their levels.

Process parameters
Tool electrode Nitinol
Work piece electrode Nitinol
Dielectric De ionised water
Polarity Straight
Levels 21 0 1
Voltage (V) 40 60 80
T-on (ms) 20 40 60
Amplitude (MU) 2 5 8
Frequency (kHz) 20 40 60
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vibrating at 20 kHz frequency and 5mm amplitude is
shown in Figure 4. The values of parameters in equa-
tions (5) and (6) from the NIST database, for a spec-
trum obtained is listed in Table 6. The singly ionised
state of Titanium (TiI) is taken for the calculation.
Plasma temperature varies between 3100 and
14,400K, with an average of 8953.8K.

Effect of machining conditions on electron temperature. The
temperature analysis suggests that a quadratic model
is significant as seen in Table 7. Voltage and On-time
have a substantial influence on temperature. This is
because the net energy developed increases with vol-
tage and on time. In the interaction with voltage and
on time with the vibrational parameters, it can be seen
from Figure 9i (a) to (d) that the temperature initially
tends to decrease and then reaches a maximum value.

The amplitude of vibration has a significant role in
plasma temperature. A higher amplitude confines
plasma to a smaller region, increasing its density and
thus increasing the temperature. Frequency does not
significantly influence plasma temperature. Therefore,
the interaction of other parameters with frequency is
insignificant, as shown in Figure 9i (e) and (f).

Estimation of electron density. Lorentz fit over the
Hydrogen Balmer line with FWHM of 44.3 Å and
C=3.30 3 1014 is shown in Figure 5, and the elec-
tron density derived is 9.74E+16 cm3. The average
electron density of UVEDM calculated from the
study is 9.413E+16 cm-3.

Effect of machining conditions on the electron density. Two
Factor Interaction model is suggested for electron
density with an F-value of 33.19 and p-value \ 0.001
(Table 7). A higher pulse on time and frequency of
vibration are the most relevant factors influencing
electron density. A higher pulse on time facilitates
more time for secondary electron emission, thus
increasing electron density. The vibration frequency
of the tool helps in the removal of debris from the
inter-electrode gap, and therefore, a clearer dielectric
is available for breakdown when the potential differ-
ence is applied. It also confines plasma to a smaller
area. The significance of voltage and amplitude of
vibration is relatively low. This could be because the
voltage considered here is the open gap voltage, not
the discharge voltage that is present in the IEG.20 The

Figure 7. (a-i) Current and voltage waveforms at input conditions (without ultrasonic vibration).
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variation of electron density with respect to signifi-
cant process parameters is shown in Figure 9(ii).

Effect of machining conditions on crater
characteristics

Surface roughness. The values of surface roughness
obtained in the experiment can be best predicted by a
linear model, as shown in Table 8. Vibrational para-
meters play a more significant role compared to elec-
trical parameters. The vibration of the tool electrode
removes debris particles from the IEG and prevents
them from getting adhered to the crater. This
improves the surface roughness characteristics. The

rim of material produced at each crater surface and
the tapered shape of the crater makes the measure-
ment of surface roughness somewhat inaccurate.
Post-processing operations are necessary to improve
surface characteristics.21 The variation of surface
roughness with respect to significant process para-
meters is given in Figure 10(i).

Diameter and depth. Linear models are suggested to
predict the diameter and depth of the crater as shown
in Table 8. The variation of material removal charac-
teristics with respect to significant operational para-
meters is shown in Figure 10(ii) and (iii). Voltage and
on-time contribute most to the material removal com-
pared to the frequency and amplitude of tool vibra-
tion. As voltage and on time increase, the net energy
produced at the plasma increases, thereby melting
more material. The removal of debris from the inter
electrode gap and thereby producing a clearer spark
will certainly improve the material removal, but this
effect will become more pronounced in multi spark
experiment.

Confirmatory experiments were conducted at opti-
mum machining parameters. The percentage error
between the predicted value and experimental value
was calculated as shown in Table 9. The values show
reasonable reproducibility of the results.

Table 5. Response table.

Trial Input parameters Output parameters

V
(V)

Ton
(ms)

Amp
(mm)

Fre
(kHz)

Temp
(K)

Electron
density (cm23)

Surface
roughness (mm)

Diameter
(mm)

Depth
(mm)

1 60 40 5 40 4623 9.35E + 16 1.367333 162.21 23.5
2 80 20 5 40 12835.5 7.705E + 16 1.284 237.5 25.08
3 40 40 5 20 7149 9.128E + 16 1.7822 90 17.5
4 40 40 2 40 6090 8.224E + 16 1.5664 110 16
5 80 60 5 40 12,345.5 1.024E + 17 1.336 300 44.4315
6 40 20 5 40 7220 1.011E + 17 1.342714 117.5 13.537
7 40 40 5 60 10,551.5 1.125E + 17 1.0194 112.5 14.00285
8 60 40 2 60 10,186.5 9.803E + 16 1.075714 156.25 24.052
9 60 40 2 20 5271 8.195E + 16 1.83 150 24.4415
10 60 40 8 20 10,515.43 9.764E + 16 1.5642 200.5 25.992
11 80 40 5 20 11,730.5 9.197E + 16 1.6698 228.75 32.35
12 60 20 5 20 7447.5 9.996E + 16 1.593 134.375 16.206
13 80 40 5 60 11,725.23 9.06E + 16 0.915 283.75 36.772
14 40 60 5 40 10,792.89 9.357E + 16 1.40275 151.075 24.869
15 40 40 8 40 11,243 1.117E + 17 1.2244 140 16.1441
16 60 40 5 40 3108.85 9.75E + 16 1.34375 160 25.3025
17 60 40 5 40 3075 8.495E + 16 1.35225 192.62 24.108
18 60 20 8 40 7011.629 1.127E + 17 1.2008 165.065 20.36325
19 80 40 2 40 12166 9.522E + 16 1.431 207.5 35.578
20 60 40 8 60 6650 1.047E + 17 0.832 197.5 25.8815
21 60 60 2 40 6900 1.323E + 17 1.457 220.425 34.0315
22 60 20 2 40 9042.5 6.168E + 16 1.412667 148.925 20.4405
23 60 60 8 40 14400 8.14E + 16 1.19825 239.58 30.9225
24 60 60 5 20 9774.981 6.381E + 16 1.7924 205.415 30.8588
25 80 40 8 40 11910.5 8.217E + 16 1.233333 250.28 33.9695
26 60 60 5 60 11,833.5 1.373E + 17 1.054 229.76 33.4585
27 60 20 5 60 6154.266 6.245E + 16 0.976667 157.5 22.37

Table 6. Parameters used in equations (5) and (6).

Parameter Line 1 Line 2

En (ev) 4.86 2.41
In 24129 26732
ln (nm) 475.919 519.209
An (s21) 7.40E + 07 3.86E + 06
gn 13 7
Kb (ev/K) 8.61733262E-5
C 3.3E14
lb (nm) 42.3921
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Conclusion

The present work provides a deeper understanding of
the discharge energy generated at the IEG in micro
EDM. This initiates the chemical reactions, leading to
the development of plasma channel. Phases of plasma
development were identified, and the current that
flows between the electrodes during the different
phases was measured. This research provides infor-
mation about how ultrasonic vibration affects plasma
characteristics and material removal characteristics.
Only a very small portion of the discharge energy
appears as plasma temperature, which contributes to
material removal. Plasma in micro-EDM is a transi-
ent heat source, and the heat flux distribution is
Gaussian, as seen from the shape of the crater.

The factors influencing the plasma characteristics
were studied by conducting single spark experiments.
The conclusions obtained are summarised as follows.

1. Ultrasonic vibration does not significantly
increase the discharge energy, but helps in
improving material removal by reducing the

number of flawed discharges, thus improves the
process stability.

2. Electrical parameters have a significant role in
determining the characteristics of plasma. Higher
voltage and longer pulse on time result in higher
plasma temperature and electron density, thereby
more material being removed. Vibrational para-
meters also contribute to improving plasma prop-
erties. This is because, due to vibration, plasma
will be confined to a smaller area as the tool
moves down in longitudinal vibration, and thus
the kinetic energy of the electrons will be con-
verted to temperature in this smaller area.

3. When it comes to surface roughness, the amplitude
and frequency of tool vibration make a significant
contribution due to efficient dielectric flushing
caused by ultrasonic vibration. This prevents the
adherence of molten debris particles on to the sur-
face of the crater and thus reduces the surface
roughness. An increase in voltage reduces surface
roughness slightly but, with on time, it is found to
increase, as more amount of molten metal is pro-
duced with increased discharge energy.

Figure 8. (a-i) Current and voltage waveforms at input conditions (with ultrasonic vibration).
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4. The diameter and depth of the crater is
increased with increasing voltage and on time as
this enhances the discharge energy. Vibrational
parameters also indirectly contribute to mate-
rial removal as they help to increase the plasma
temperature and density. Also, an efficient
dielectric flushing ensures that arcs or short

circuits does not happen, resulting in better
material removal.

5. The depth of crater is not found to significantly
increase with vibrational parameters. This may
be because craters produced by a single spark are
not sufficient to analyse vibrational parameters
in terms of material removal.

Figure 9. (Continued).
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Figure 9. Response surface plots for (i) (a-f) Temperature (ii) (a-e) Electron Density.
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Figure 10. Response surface plots for (i) (a-b) Surface Roughness (ii) (a-b) Diameter of crater (iii) (a-b) Depth of crater.
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Table 7. ANOVA results for temperature and electron density.

Output response: Temperature

Source Sum of
squares

df Mean square F-value p-Value Percentage
contribution

Order of
significance

Model 2.45E + 08 14 1.75E + 07 24.88 \ 0.0001 96.65
Voltage 3.22E + 07 1 3.22E + 07 45.79 \ 0.0001 12.70 4
Ton 2.22E + 07 1 2.22E + 07 31.58 0.0001 8.76 7
Amplitude 1.22E + 07 1 1.22E + 07 17.26 0.0013 4.79 9
Frequency 2.26E + 06 1 2.26E + 06 3.22 0.0981 0.89 14
Voltage-Ton 4.13E + 06 1 4.13E + 06 5.86 0.0323 1.63 11
Voltage-Amplitude 7.31E + 06 1 7.31E + 06 10.39 0.0073 2.88 10
Voltage-Frequency 2.90E + 06 1 2.90E + 06 4.12 0.065 1.14 12
Ton-Amplitude 2.27E + 07 1 2.27E + 07 32.26 0.0001 8.95 6
Ton-Frequency 2.81E + 06 1 2.81E + 06 3.99 0.069 1.11 13
Amplitude-Frequency 1.93E + 07 1 1.93E + 07 27.38 0.0002 7.60 8
Voltage2 9.84E + 07 1 9.84E + 07 139.81 \ 0.0001 38.80 1
Ton2 4.95E + 07 1 4.95E + 07 70.28 \ 0.0001 19.50 2
Amplitude2 3.33E + 07 1 3.33E + 07 47.33 \ 0.0001 13.13 3
Frequency2 2.58E + 07 1 2.58E + 07 36.66 \ 0.0001 10.17 5

Residual 8.45E + 06 12 7.04E + 05 3.33
Lack of Fit 6.89E + 06 10 6.89E + 05 0.8807 0.6406 2.71
Pure Error 1.56E + 06 2 7.82E + 05 0.62

Cor Total 2.54E + 08 26 100.00
Output response: Electron density
Model 8.18E + 33 10 8.18E + 32 33.19 \ 0.0001 95.40

Voltage 2.34E + 32 1 2.34E + 32 9.47 0.0072 2.72 7
Ton 7.65E + 32 1 7.65E + 32 31 \ 0.0001 8.91 3
Amplitude 1.26E + 32 1 1.26E + 32 5.1 0.0383 1.47 9
Frequency 5.18E + 32 1 5.18E + 32 21.02 0.0003 6.04 4
Voltage-Ton 2.70E + 32 1 2.70E + 32 10.93 0.0045 3.14 6
Voltage-Amplitude 4.51E + 32 1 4.51E + 32 18.29 0.0006 5.26 5
Voltage-Frequency 1.27E + 32 1 1.27E + 32 5.15 0.0374 1.48 8
Ton-Amplitude 2.60E + 33 1 2.60E + 33 105.24 \ 0.0001 30.25 2
Ton-Frequency 3.08E + 33 1 3.08E + 33 124.84 \ 0.0001 35.89 1

Amplitude-Frequency 2.05E + 31 1 2.05E + 31 0.8307 0.3756 0.24 10
Residual 3.95E + 32 16 2.47E + 31 4.60

Lack of Fit 3.12E + 32 14 2.23E + 31 0.5429 0.8051 3.64
Pure Error 8.22E + 31 2 4.11E + 31 0.96

Cor Total 8.58E + 33 26 100.00

Table 8. ANOVA Results for surface roughness, diameter and depth of crater.

Output response: Surface roughness

Source Sum of
squares

df Mean square F-Value p-Value Percentage
contribution

Order of
significance

Model 1.93 4 0.4821 138.66 \ 0.0001 96.5
Voltage 0.0183 1 0.0183 5.27 0.0317 0.915 4
Ton 0.0331 1 0.0331 9.53 0.0054 1.655 3
Amplitude 0.1452 1 0.1452 41.75 \ 0.0001 7.26 2
Frequency 1.73 1 1.73 498.09 \ 0.0001 86.5 1

Residual 0.0765 22 0.0035 3.825
Lack of Fit 0.0691 20 0.0035 0.935 0.638 3.455
Pure Error 0.0074 2 0.0037 0.37
Cor Total 2 26 100

Output response: Diameter
Model 68,650.05 4 17,162.51 56.8 \ 0.0001 91.17

Voltage 51,575.4 1 51,575.4 170.7 \ 0.0001 68.50 1
Ton 12,377.12 1 12,377.12 40.96 \ 0.0001 16.44 2
Amplitude 3327.5 1 3327.5 11.01 0.0031 4.42 3
Frequency 1370.03 1 1370.03 4.53 0.0447 1.82 4

Residual 6647.12 22 302.14 8.83
Lack of Fit 5982.55 20 299.13 0.9002 0.6512 7.95
Pure Error 664.57 2 332.29 0.88
Cor Total 75,297.17 26 100.00

Output response: Depth
Model 1486.8 4 371.7 92.89 \ 0.0001 94.41

Voltage 938.6 1 938.6 234.57 \ 0.0001 59.60 1
Ton 541.03 1 541.03 135.21 \ 0.0001 34.35 2
Amplitude 0.1345 1 0.1345 0.0336 0.8562 0.01 4
Frequency 7.04 1 7.04 1.76 0.1984 0.45 3

Residual 88.03 22 4 5.59
Lack of Fit 86.35 20 4.32 5.13 0.1754 5.48
Pure Error 1.68 2 0.8409 0.11

Cor Total 1574.83 26 100.00

Varghese et al. 13
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Modelling of micro-electrochemical machining parameters used for 
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A B S T R A C T   

The electrochemical machining is a non-conventional machining process based on the electrolysis principle. It is 
used to machine various features on conducting engineering materials with the required accuracy and precision. 
So an attempt has been made to machine micro-holes on a 300 μm thick copper plate as an anode and a hollow 
stainless steel tool electrode of 250 μm diameter as the cathode. The machining operation is performed on the in- 
house developed micro-ECM experimental setup with controlled machining parameters voltage, concentration, 
and duty factor varied in three levels. A full factorial experimental plan is used to study the output responses 
material removal rate (MRR), radial overcut (ROC), circularity, and taper angle (TA). Later an adaptive neuro- 
fuzzy inference system (ANFIS) model has been developed and shown the effectiveness of the developed model in 
the paper. The Sugeno fuzzy model has been used in ANFIS to generate the fuzzy rules required for the model. 
Out of 27 experiments, 22 machining data are used for training the model, and the remaining 5 machining data 
are used for testing the developed model. The average error observed between the ANFIS predicted values and 
experimental values of MRR is 12.56%, circularity is 43.09%, ROC is 13%, and TA is 27.53%, respectively.   

1. Introduction 

The electrochemical machining process is a non-conventional 
machining process used for machining conductive materials. The basic 
principle is anodic dissolution based on the Faradays laws of electrolysis. 
This process is widely employed in aerospace applications for 
manufacturing turbine blades with high aspect ratio holes, aerodynamic 
seals, gear wheels, and turbine blisks. The automotive applications 
include holes in fuel injection nozzles and bearings. The μ-ECM finds 
application in biomedical industries for the manufacturing of micro- 
needles, surgical tools and punches for tablets. It is also used in chem-
ical industries for the manufacturing of micro-heat exchangers and 
micro-reactors [1]. Micro-drilling is one of the micromachining pro-
cesses which is widely used in the manufacturing sector. The 
micro-drilling process requires material removal at the micro level to 
accomplish precision and accuracy. The conventional micro-machining 
process, micro-drilling faces difficulties in terms of tool wear, 
heat-affected zone, and tool rigidity. Micro-ECM process is an effective 
nonconventional process that has better MRR, machining accuracy, 
minimum tool wear, and independent of workpiece hardness, no 
heat-affected zones, and no machining forces. 

The micro-ECM cell consists of an anode (workpiece electrode), 
cathode (tool electrode), electrolyte solution, and dc power supply. The 
anode and cathode are placed in the electrolyte solution separated by 
the inter-electrode gap (IEG). The process parameters affecting the 
process are given in Fig. 1 [2]. The tool electrode and workpiece elec-
trodes used in μ-ECM should be electrically conductive. The tool elec-
trode materials used in the micro-ECM process include platinum, brass, 
copper, stainless steel, titanium, tungsten, and molybdenum. The elec-
trolytes used in the micro-ECM are potassium hydroxide (KOH), sodium 
chloride (NaCl), hydrochloric acid (HCl), sodium nitrate (NaNO3), sul-
phuric acid (H2SO4), sodium bromide (NaBr), hydrogen fluoride (HF), 
nitric acid (HNO3), and sodium hydroxide (NaOH). The electrolytes are 
selected based on the workpiece material to be machined. The 
micro-ECM process involves various process parameters and makes the 
process very complex. This complexity and non-linear parametric re-
lations require the artificial intelligence-based modelling technique [3]. 

Adaptive Neuro-Fuzzy Interference System (ANFIS) is an artificial 
intelligence-based technique for modelling complex processes. This 
technique combines Artificial Neural Networks (ANN) and Fuzzy Logic 
(FL), which are two soft computing techniques [4]. 

The literatures related to the ANFIS modelling are detailed in the 
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following section. Sharma et al. [5] developed ANFIS model for the 
output responses like material removal rate (MRR), surface roughness 
(SR), and tool wear rate (TWR) for machining of the Inconel 625 using 
copper tool electrode using electrical discharge machining (EDM). The 
accuracy of the ANFIS model predicted are 95.55% for MRR, 90.35% for 
TWR, and 97.82% for SR. Manikandan et al. [6] studied the machin-
ability of LM6/SiC/Dunite Hybrid Metal Matrix Composites using the 
wire electric discharge machining process. The output responses 
selected are Material Removal Rate (MRR), Surface finish, overcut, 
circularity error and perpendicularity error. They adopted the GREY 
ANFIS modelling for predicting the overall response denoted by the term 
grey relational grade. The mean of absolute error percentage reported 
for ANFIS-GRG prediction is 0.04280%. Prasanth and Somashekhar [7] 
developed the predictive modelling in dry micro-drilling of titanium 
alloy using Ti–Al–N coated carbide tools using adaptive neuro-fuzzy 
inference system (ANFIS). The process parameters selected are cutting 
speed, feed, and pecking depth and the output responses selected are 
thrust force, burr height, and radial overcut. The mean absolute per-
centage error given by the ANFIS model for thrust force, burr height, and 
radial overcut are ANFIS model with MAPE of 5.27%, 5.17%, and 
5.22%, respectively. Gangwar et al. [8] developed ANFIS model for 
surface roughness and MRR of chemically assisted magnetic abrasive 
finishing of AISI52100 alloy steel. The prediction accuracy of the 
developed ANFIS model for MRR and change in surface roughness is 

96.45%. Ranjan et al. [9] studied the multi-sensor signals for the con-
dition monitoring of the micro-drill bit of 0.4 mm diameter used in 
mechanical micro drilling operations by predicting the hole quality. 
They have developed an ANFIS models using time domains and wavelet 
packet features of the sensor signals for the prediction of the hole 
quality. Hole roundness error is taken as the output response for pre-
dicting the hole quality. The mean testing error reported by the ANFIS 
time domain model and wavelet packet features are 10% and 8% 
respectively. 

The ANFIS model developed with the data is capable of predicting 
the output responses. The present article explains the ANFIS based 
simulation model developed and analyzed for the machining of holes on 
the copper plate using the electrochemical machining process. This 
study aim is to investigate the suitability of ANFIS in micro-ECM. The 
process parameters used for the machining process are voltage, con-
centration, and duty factor. The responses considered for the studies are 
material removal rate (MRR), radial overcut (ROC), circularity, and 
taper angle (TA). 

2. Materials and methods 

The experiments are performed on the in-house developed experi-
mental setup. The experimental setup includes pulsed dc power supply 
unit, closed tool electrode feed mechanism, XY stage, electrolyte 

Fig. 1. Major parameters influencing the performance of the μ-ECM process.  

Fig. 2. Schematic of the developed micro-ECM experimental setup.  
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circulation system, and processing cell. 
A detailed explanation of the developed experimental setup is 

available [10]. Fig. 2 depicts the schematic of the micro-ECM experi-
mental setup. 

2.1. Chemical reactions 

The copper workpiece and a hollow stainless steel tool are the anode 
and cathode. The electrolyte is an aqueous solution of sodium nitrate. 

Fig. 3 gives a schematic of μ-ECM cell reactions. The copper workpiece 
(Cu) (anode) oxidises, by losing the electrons as given in equation (1). 

Cu(s)→ Cu2+ + 2e− Eq. (1) 

Also, the oxygen gas is evolved when aqueous NaNO3 is used and is 
given in equation (2). 

H2O → 2H+ +
1
2
O2 ↑ + 2e− Eq. (2) 

The water from the aqueous NaNO3 electrolyte separates into OH−

ions and hydrogen (H2) gas as per equation (3). The copper ions (Cu2+) 
combine with hydroxyl ions (OH− ) to form copper hydroxide Cu(OH)2 
(equation (4)). 

2H2O+ 2e− → 2OH− +H2↑ Eq. (3)  

Cu2+ + 2(OH)
− →Cu(OH)2↓ Eq. (4) 

The parameters, along with the levels taken for the experiments 
based on the full factorial experimental plan, are given in Table 1. The 
optical images of the holes machined with lower, medium, and higher 
parameter levels are presented in Fig. 4. The holes with lower top 
diameter of 807.167 μm and bottom diameter of 786.625 μm are 

Fig. 3. Schematic of μ-ECM cell.  

Table 1 
Process parameters and levels for experiments.  

Tool Material Stainless steel hollow tube of 250 μm diameter 
Workpiece Material Copper (20 mm × 20 mm X 0.3 mm) 
Electrolyte Aqueous solution of Sodium nitrate (NaNO3) 
Inter Electrode Gap 0.05 mm 
Levels − 1 0 1 

Machining parameters 

Voltage (V) 8 10 12 
Electrolyte Concentration (wt %) 15 20 25 
Duty Factor (%) 30 40 50  

Fig. 4. Optical images of the machined hole.  
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Fig. 5. (a) Representation of voltage for MRR (b) Membership function.  

Fig. 6. ANFIS architecture with three inputs and one output.  
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obtained at the higher process parametric combination. The detailed 
analysis of the machined holes is available in literature [10]. 

The MRR is calculated using equation (5). High precision weighing 
machine (Make: Mettler Toledo, model ME204E) is used for weighing 
the workpiece before and after machining. 

MRR=

(
Iw − Fw

tm

)

μg
/

s Eq. (5)  

Where, Iw is the initial weight, Fw is the final weight of the workpiece 
and tm is the machining time. 

Table 2 
Parameters considered for ANFIS Modelling.  

Response Membership function Error tolerance Epoch 

MRR gauss2mf 0 1100 
Circularity gauss2mf 0 1775 
ROC gauss2mf 0 2100 
TA gauss2mf 0 2400  

Table 3 
GRC values of process parameters and responses.  

Expt no V C DF GRC Values 

V C DF MRR C ROC TA 

1 8 15 40 0.333 1 0.5 0.333 1 0.5 0.333 
2 8 25 30 0.333 0.333 1 0.333 0.333 1 0.333 
3 8 15 30 0.33 1 1 0.333 1 1 0.333 
4 12 25 50 1 0.333 0.333 1 0.333 0.333 1 
5 8 20 40 0.333 0.5 0.5 0.333 0.5 0.5 0.333 
6 10 25 40 0.5 0.333 0.5 0.5 0.333 0.5 0.5 
7 12 15 30 1 1 1 1 1 1 1 
8 10 15 30 0.5 1 1 0.5 1 1 0.5 
9 10 15 40 0.5 1 0.5 0.5 1 0.5 0.5 
10 12 20 40 1 0.5 0.5 1 0.5 0.5 1 
11 8 25 40 0.333 0.333 0.5 0.333 0.333 0.5 0.333 
12 10 20 30 0.5 0.5 1 0.5 0.5 1 0.5 
13 12 25 40 1 0.333 0.5 1 0.333 0.5 1 
14 10 25 30 0.5 0.333 1 0.5 0.333 1 0.5 
15 10 20 40 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
16 10 25 50 0.5 0.333 0.333 0.5 0.333 0.333 0.5 
17 8 20 50 0.333 0.5 0.333 0.333 0.5 0.333 0.333 
18 12 20 30 1 0.5 1 1 0.5 1 1 
19 10 20 50 0.5 0.5 0.333 0.5 0.5 0.333 0.5 
20 12 25 30 1 0.333 1 1 0.333 1 1 
21 12 15 50 1 1 0.333 1 1 0.333 1 
22 8 25 50 0.333 0.333 0.333 0.333 0.333 0.333 0.333 
23 8 20 30 0.333 0.5 1 0.333 0.5 1 0.333 
24 12 15 40 1 1 0.5 1 1 0.5 1 
25 10 15 50 0.5 1 0.333 0.5 1 0.333 0.5 
26 12 20 50 1 0.5 0.333 1 0.5 0.333 1 
27 8 15 50 0.333 1 0.333 0.333 1 0.333 0.333 

V:Voltage(V),C-concentration (wt %C),DF: Duty factor, MRR: Material removal rate, C: Circularity, ROC: Radial overcut, TA-Taper Angle. 

Table 4 
Experimental results of the training data.  

Expt no Voltage Concentration Duty Factor Experimental results 

MRR Circularity ROC TA 

1 8 15 40 19.7 0.968 234.300 3.830 
2 8 25 30 14.5 0.961 256.000 0.610 
3 8 15 30 15.6 0.947 393.140 0.510 
4 12 25 50 66 0.976 278.580 1.960 
5 8 20 40 18.2 0.981 383.750 0.640 
6 10 25 40 91.8 0.943 320.930 2.090 
7 12 15 30 37 0.974 279.510 5.140 
8 10 15 30 27 0.947 340.080 4.390 
9 10 15 40 42.8 0.985 375.490 0.740 
10 12 20 40 46 0.98 288.870 2.320 
11 8 25 40 15.4 0.906 193.110 0.780 
12 10 20 30 21.5 0.981 274.800 0.940 
13 12 25 40 61.6 0.97 254.330 2.940 
14 10 25 30 27.5 0.975 280.530 0.160 
15 10 20 40 34.6 0.982 348.440 0.920 
16 10 25 50 52.8 0.967 280.310 3.990 
17 8 20 50 28.3 0.981 406.880 1.560 
18 12 20 30 44.4 0.981 260.440 0.500 
19 10 20 50 48.8 0.974 271.540 1.780 
20 12 25 30 25.9 0.968 206.570 0.720 
21 12 15 50 42.4 0.974 368.410 1.490 
22 8 25 50 11.2 0.968 273.120 1.010 

MRR-material removal rate, ROC- radial overcut, TA-taper angle. 
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The top and bottom images of the workpieces are acquired using a 
stereomicroscope (Zeiss Stemi 2000-C). The image captured is analyzed 
using Image J software (Version 1.51) to measure the top diameter, 
bottom diameter, area, and perimeter of the machined holes. The 
circularity index is calculated using equation (6). 

C= 4π A
p2 Eq. (6)  

Where, A is the area of the machined hole, and p is the perimeter of the 
machined hole. The machined hole is said to be circular if the value of 
circularity is closer to one. Taper angle is calculated using equation (7). 

TA= tan− 1
(

D − d
2 h

)

deg Eq. (7)  

Where, D and d are the top and bottom diameter of the machined hole, h 
is the thickness of the workpiece. 

2.2. Adaptive neuro-fuzzy inference system 

The ANFIS was reported by Jang in 1993 [4] and is used for 
modelling. ANFIS algorithm combines the back-propagation algorithm 
and least square method to refine the parameters of following section. 

2.2.1. Development of ANFIS model 
The steps adopted in developing the ANFIS model are explained in 

this section. The ANFIS toolbox available in commercial software Matlab 
2018a is used in the development of the model. 

STEP 1: Normalize the inputs and outputs by the GRA method and find 
GRC [11] 

The first step is to normalize the individual responses in the range of 
0 and 1. The normalization is a three-step process, as explained below. 

The target is to maximize the MRR and circularity and to minimize 
the ROC and TA. The normalized value for MRR and circularity is 
calculated using equation (8) and equation (9). 

Larger the better for MRR 

ηi =

(
MRRi − MRRmin

MRRmax − MRRmin

)

Eq. (8) 

Larger the better for circularity 

ηi =

(
Ci − Cmin

Cmax − Cmin

)

Eq. (9) 

The normalized value for the ROC and TA is calculated using equa-
tion (10) and equation (11). 

Smaller the better for ROC 

ηi =

(
ROCmax − ROCi

ROCmax − ROCmin

)

Eq. (10) 

Smaller the better for TA 

ηi =

(
TAmax − TAi

TAmax − TAmin

)

Eq. (11)  

Where ηi is the normalized value.  

• Step 2-Deviation Sequence 

Here the deviation of each normalized value of the individual re-
sponses from its desired value is calculated from equation (12). 

∂i = |ηmax − ηi| Eq. (12)  

Where ∂i is the deviation sequence, ηi is the normalized value and ηmax is 
the desired value, which is equal to 1.  

• Step 3- Grey Relation Coefficient (GRC) 

Grey Relation Coefficient (GRC) shows the relationship between the 
desired and normalized output responses, and it is calculated by equa-
tion (13). 

γi =

(
∂min + ξ ∂max

∂i + ξ ∂max

)

Eq. (13)  

Where γi is the GRC, ξ is distinguishing coefficient, ξ = 0 to 1, considered 
to be 0.5, ∂i is the deviation sequence. For the process parameters the 
respective normalized value between 0 and 1 is determined by equation 
(14), equation (15), and equation (16). 

(ηi)V =

(
MaxV − Vi

MaxV − MinV

)

Eq. (14) 

Table 5 
Experimental and ANFIS predicted results of the testing data.  

Expt no V C DF Experimental results ANFIS Predicted results 

MRR C ROC TA MRR C ROC TA 

1 8 20 30 47.3 0.969 241.11 0.480 44.711 1.056 241.11 0.46 
2 12 15 40 32.3 0.947 361.72 1.320 32.340 1.292 361.72 1.93 
3 10 15 50 73.3 0.964 247.82 2.260 49.154 1.375 247.82 1.60 
4 12 20 50 43.8 0.95 289.84 0.930 38.853 1.487 289.84 0.39 
5 8 15 50 19.7 0.952 208.94 0.120 22.259 1.627 208.94 0.12 

V-Voltage(V),C-concentration (wt %C),DF: Duty factor, MRR-material removal rate, C- Circularity ROC- radial overcut, TA-taper angle. 

Table 6 
The deviation and error between the experimental and ANFIS predicted results.  

Expt no Deviation (Δ) Error (%) 

MRR Circularity ROC TA MRR Circularity ROC TA 

1 2.589 0.087 1.140 0.020 5.47 8.98 0.47 4.17 
2 0.040 0.345 8.398 0.610 0.12 36.43 2.32 46.21 
3 24.146 0.411 110.592 0.660 32.94 42.63 44.63 29.20 
4 4.947 0.537 0.999 0.540 11.29 56.53 0.34 58.06 
5 2.559 0.675 36.013 0.000 12.99 70.90 17.24 0.00 
Average Error (%) 12.56 43.09 13.00 27.53 

MRR-material removal rate, ROC- radial overcut, TA-taper angle. 
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(ηi)Con =

(
MaxCon − Coni

MaxCon − MinCon

)

Eq. (15)  

(ηi)DF =

(
MaxDF − DFi

MaxDF − MinDF

)

Eq. (16)  

Where (ƞi)V, (ƞi)Con, and (ƞi)DF are the normalized value for voltage, 
concentration, and duty factor. MaxV is the maximum value of voltage =
12 V, MinV is the minimum value of voltage = 8 V, MaxCon is the 
maximum value of concentration = 25 wt% C, MinCon is the minimum 
value of the concentration = 15 wt % C, MaxDF is the maximum value of 
the duty factor = 50%, and MinDF is the minimum value of the duty 
factor = 30%. 

The GRC values of voltage, concentration, and duty factor are also 
similarly determined by equation (9), and equation (10), respectively. 
The generated GRC values are given as input to the ANFIS model. The 
fuzzy inference systems (FIS) present in ANFIS toolbox are Mamdani and 
Sugeno models. The Sugeno model is taken in this study, and it accepts 
multiple inputs and gives single output at a time [12,13]. 

STEP2: Categorise the training and testing data of the individual re-
sponses and save them in two separate .dat files in notepad. 

80% of data from the experiment is used for training, and 20% of 
data is used for testing. In this study, 22 experimental data is taken as the 
training data, and 5 experimental data is taken as the testing data. 

STEP 3: Use evalfis function to predict the outputs by the FIS model 
created 

Fig. 5 shows the representation of voltage for MRR with the mem-
bership function. The input variables in the model for MRR are voltage, 
concentration, and duty factor. The architecture of the ANFIS model 
with the three inputs (voltage, concentration, and duty factor) and one 
output (MRR) is given in Fig. 6. 

The ANFIS model comprises of five layers known as fuzzy layer, 
product layer, normalized layer, activation function layer, and output 
layer [14,15]. The input layer consists of the inputs (voltage, concen-
tration, and duty factor). This model takes three inputs and yield one 
output (MRR). 

In the fuzzy layer, x, y, and z are the input nodes, and A1, B1, C1, A2, 
B2, C2 and A3, B3, C3 are the linguistic labels in the fuzzy logic theory. 
The membership relationship between the output and input functions of 
the fuzzy layer is given by equation (17), expressed as follows [12]. 

Oi
1 = μA1

(x), i = 1, 2, 3 Eq. (17)  

Where μA1 
is membership functions and Oi

1 is the output function. The 
membership function for the A1 is selected from membership functions 
like linear (triangular and trapezoidal membership function) and non- 
linear (Gaussian membership function). The membership function con-
sists of two Gaussian functions (guass2mf) is selected in this study and is 
represented by equation 18–20. The gauss2mf takes the value between 
0 and 1 [12]. 

μ(x : σ1,C1, σ2,C2)= exp

[
− (x − C1)

2σ12

2
]

when x ≤ C1 Eq. (18)  

μ(x : σ1,C1, σ2,C2)= 1 when C1 ≤ x ≤ C2 Eq. (19)  

μ(x : σ1,C1, σ2,C2)= exp

[
− (x − C1)

2σ12

2
]

when C2 < x Eq. (20)  

Where C1, C2 represents the width of the curve on the left and right sides 
and σ1, σ2 represents the height of the curve on the left and right sides 
[12]. 

The membership function plot for the voltage generated based on 
equations (18)–(20) is given in Fig. 5. The C value and σ values range 
between 0 and 1. The σ values which reached C = 1 will proceed further 
in the learning process, and σ values reached C = 0 values will be 
eliminated. 

The fuzzy and operators (AND, OR, and NOT) are the node functions 
in the product layer. In this study AND operator is used. The output of 
this layer is given by equation (21) [12]. 

Oi
2 =wi = μAi

(x) × μBi
(y) × μCi

(z), i = 1, 2, 3 Eq. (21)  

Where x, y, z are the input values. 
The total number of fuzzy rules are generated by the membership 

function based on equation (22). 

N(i) = ab Eq. (22)  

Where N(i) is the number of fuzzy rules, a = number of membership 
functions, and b is the number of input variables. In this study, there are 
three membership functions and three input variables that generate 27 
fuzzy rules. The fuzzy rules are represented as follows.  

If (V is in1mf1) and (C is in2mf1) and (DF is in3mf1) then (MRR is out1mf1)   

If (V is in1mf1) and (C is in2mf1) and (DF is in3mf2) then (MRR is out1mf2)  

In the normalized layer, the weight function is normalized by 
equation (23). The ith node calculates the degree of fulfilment of each 
rule wi with respect to sum of all rules’ degree of fulfilment [12]. 

Oi
3 =wi =

wi
∑

wi
i = 1, 2, 3, ......27 Eq. (23) 

The activation function layer returns the deffuzzified value. The 
input and output defuzzy relationship is given by equation (24) [12]. 

Oi
4 =wifi =wi

(
1 + x0.5 + y− 1 + z− 1.5)2 Eq. (24)  

where fi: output function of 3 non-linear input values x, y, z of ith node 
The sum of all the inputs of layer 4 is the output of this fifth layer. 

This output is obtained from equation (25). 

Oi
5 =

∑
wif1 =

∑
wifi

∑

i
wi

Eq. (25) 

The overall output is given by the layer 5 from equation (26). 

Ep=
∑N(L)

k=1
dk − XL

k.p Eq. (26) 

Where dk is the k th vector component of the desired output and XL
k.p is 

the kth component of the vector of actual output given by the ANFIS 
[12]. The back-propagation and hybrid algorithms are provided in the 
ANFIS model. In the back-propagation algorithm, the errors in each 
epoch are returned to the network and act like feedback which helps in 
self-correction and learning. The error tolerance and the number of 
epochs are to be specified in the model so that the training can be 
stopped upon reaching the error tolerance or the number of epochs. A 
similar method is carried out for the modelling of other responses like 
ROC, circularity, and TA. The parameters considered for ANFIS 
Modelling are given in Table 2. 

3. Results and discussions 

This section explains the results obtained by the ANFIS modelling. 
ANFIS simulation performed works in two steps. The first step is to train 
the model, followed by the testing of the model. In order to predict MRR, 
initially, the ANFIS model is trained with the available 22 sets of 
experimental data, and for testing the model, another five experimental 
data are used. The GRC values of process parameters and responses are 
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given in Table 3. Table 4 gives experimental results of the training data 
for the output responses like MRR, Circularity, ROC, and TA. 

Table 5 gives experimental and ANFIS predicted results of the testing 
data for the output responses like MRR, circularity, ROC, and TA. 

The deviation (Δ) is calculated as the absolute value of the difference 
between the ANFIS predicted value and the experimental value of the 
respective output responses. The error (%) is calculated as percentage of 
the ratio of deviation to the experimental value of the respective output 
responses. Table 6 gives the deviation and the error between the 
experimental and ANFIS predicted results the output responses like 
MRR, Circularity, ROC, and TA. The average error in the predicted 
values of the output responses is MRR-12.56%, Circularity-43.09%, ROC 
-13%, and TA-27.53%. The error is caused due to a lack of data set for 
training the model and complexity of the ECM process, which leads to 
the dynamic nature of the responses. ANFIS is expected to give error-less 
predictions with more training data as the training data results in better 
model learning. 

4. Conclusions 

This article explains the ANFIS modelling of the micro-ECM to pre-
dict the output responses like MRR, Circularity, ROC, and TA. The 
experimental data generated by the full factorial experiment is used in 
the study. Out of the 27 data, 22 data is used for training purposes, and 
the model is tested with the remaining 5 data. The average errors in the 
predicted responses are as follows.  

• MRR-12.56%  
• Circularity-43.09%,  
• ROC -13.00%  
• TA-27.53% 
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A B S T R A C T   

Advanced thermoelectric materials with novel chemistry and structure that exhibit superior functional properties 
are in high demand in today’s scientific scenario. Engineered configurational entropy in bulk thermoelectric 
materials through complex chemical disorder is an emerging and potential approach to achieve exceptional 
thermoelectric properties over traditional material systems. In the current study, mechanical alloying (MA) and 
spark plasma sintering (SPS) were used to synthesize the high-density (>96%) nanocrystalline lead tin tellurium 
selenium (PbSnTeSe) high entropy alloy (HEA) with varied atomic concentrations of silver (Ag) doping (0–0.9 at 
%). The high entropy, band engineering and nanostructuring approach synergistically show a remarkable 
decrease to ultralow thermal conductivity (0.814 W/mK), resulting in a substantial increase in the power factor 
(14.16×10− 4W/mK2). Thus, an excellent figure of merit (ZT=0.891) is achieved in PbSnTeSe doped with 0.9Ag 
HEA at 573 K, which is estimated as a 225% increase over the pristine PbSnTeSe HEA (ZT=0.396).   

1. Introduction 

Globally, an escalation in energy needs and greenhouse effects has 
become an intense threat to humans for a couple of decades. The 
exponentially increasing population, environmental impact due to the 
combustion of fossil fuels and dramatic decline in non-renewable energy 
resources have created severe unbalance in nature and society [1]. In 
this context, sustainable and highly efficient renewable energy tech-
nologies are profoundly potential and promising. Thus, research on 
these domains have been spearheaded in recent years [2]. Thermo-
electric technology is an exciting and emerging for broader and niche 
technological applications among the several eco-friendly energy har-
vesting approaches. Thermoelectric materials are solid-state semi-
conductors that converts thermal energy into electrical energy directly 
pronounced by charge carriers [3]. The simplicity in energy conversion 
is further conceived by various appreciable factors such as scalability, 
long service span, noise-less operation, no carbon footprints, and zero 
maintenance cost [4]. Even though first-generation thermoelectric ma-
terial systems like SiGe, Bi2Te3 and PbTe have been successfully 
commercialized, but with a limited figure of merit (ZT) [5–7]. 
Decreasing the phonon transport properties without reducing the 

electrical conductivity and enhancing the electrical conductivity 
without disturbing thermal transport properties are challenging due to 
their contradicting nature. 

In recent years, advancements in nanostructured strategies for 
lowering thermal conductivity via nano inclusions, nanocomposites and 
nano-scale device fabrications have significantly contributed towards 
improving thermoelectric performances [8,9]. Furthermore, developing 
an advanced thermoelectric materials with novel chemistry to achieve 
ZT > 3 is one of the primary goals of future-generation thermoelectric 
research. Lead telluride (PbTe) is a proven thermoelectric system in this 
class with a ZT> 1.4 at 750 K [10]. Chalcogenides-based solid solutions 
such as PbTe, PbSe, PbS (lead-based) and SnTe, SnSe, and SnS (tin--
based), GeTe have been extensively investigated with improved ther-
moelectric properties [11–18]. Over the past years, Cu2Se has evolved to 
be an encouraging material for thermoelectric applications with signif-
icantly higher ZT [19,20]. Recent advancements in carbon allotrope 
hybrid material development offer great attention due to lower lattice 
thermal conductivity. Alongwith good mechanical properties and flex-
ible design make it a promising alternative to traditional bulk thermo-
electric materials. [21,22]. 

Furthermore, substantial research were conducted to improve 
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thermoelectric properties by synthesizing pseudo-binary alloys such as 
SnSe-SnS, PbSe-PbS, PbTe-PbS and pseudo-ternary alloys like PbTe- 
PbSe-PbS [23–27]. The chemical complexity and multiple phases in 
these multi-component alloys could significantly reduce the lattice 
thermal conductivity (Klat) to a greater extent, but adversely affect the 
electrical transport properties. In this context, recent research has been 
focused on synthesizing advanced and interesting multi-component high 
entropy alloys (HEA) with four or more parental elements with near 
equiatomic ratio [28–31]. With compositional tailoring, HEAs show a 
high-mixing entropy (configurational entropy) and form a simple solid 
solution. HEA shows the severe distortion of the lattice with higher 
crystal structure symmetry and lower thermal conductivity, which is 
desirable to improve the ZT. Further, implementing various viable 
techniques, such as doping, nanostructuring and introducing point de-
fects, could improve the power factor and lead to higher ZT. The po-
tential of high entropy alloys were less explored for thermoelectric 
applications. However, thermoelectric HEA processing through melting, 
grinding and subsequent consolidation using sintering warrants pro-
longed processing duration of approximately 144 hrs in various stages 
[32,33]. Melt route synthesis of solid solutions possesses inherent 
challenges such as uneven grain size distribution, phase separation and 
disparity in melting point and vapor pressure, which leads to poor 
stoichiometry and detrimental thermoelectric properties [34]. Alloys 
synthesized via melt route require secondary processing methods such 
as mechanical grinding or crushing and compaction to achieve 
nano-scale features in a material. 

Our ever first attempt to synthesize the nanocrystalline PbSnTeSe 
HEA via powder metallurgical route combining mechanical alloying 
(MA) and spark plasma sintering (SPS) have shown encouraging ther-
moelectric properties [35]. The single-phase alloys are facile synthe-
sized in a shorter duration involving 5 hrs of MA and 11 min of SPS. 
Furthermore, it avoids many practical complexities and challenges 
involved in the melt route synthesis. Attempts to fine tune thermoelec-
tric performance of PbSnTeSe HEA via potential doping of Bi and Na 
have shown significant improvement in ZT [36,37]. This is highly 
encouraging and attract research community towards carrying out more 
potential research in PbSnTeSe HEA to enhance ZT via atomic doping, 
band engineering, nanostructuring etc. This opens the way for promising 
researches in future to develop other doped systems of PbSnTeSe with an 
aim to push the ZT > 2 and thereby to create a revolutionary break-
through in thermoelectric energy conversion technology. 

In the present study, nanocrystalline PbSnSeTe HEA doped with Ag 
at different doping concentrations (0.3–0.9 at%) is facile synthesized by 
MA (5hrs) and SPS (11 min). The complex chemistry with good crystal 
structure symmetry, nanostructuring and band engineering via Ag 
doping synergistically contributes to achieving superior power factor 
and lower thermal conductivity leading to a high ZT of 0.891 at 573 K. 

2. Materials and methods 

2.1. Materials 

The elemental powders such as Lead (Pb), Tin (Sn), Tellurium (Te) 
and Selenium (Se) along with Silver (Ag) as a dopant of 99.9% purity 
and particle size − 325 mesh (Loba Chemie, India) were used to syn-
thesize p-type PbSnTeSe thermoelectric high entropy alloys. The nom-
inal stoichiometry of PbSnTeSe doped with Ag is (PbSnTeSe)1− xAgx, 
Where X = 0, 0.3, 0.6 and 0.9 at%. For convenience, the PbSnTeSe alloys 
with varying Ag concentration (i.e. x = 0, 0.3, 0.6 and 0.9 at%.) are 
named as base, 0.3Ag, 0.6Ag and 0.9Ag, respectively. The complete 
powder handling was carried out in high purity (99.999%) Argon (Ar) 
environment inside a glove box. The mixture powder was loaded into a 
high-energy ball mill (Fritsch Pulverisette, Germany), and mechanical 
alloying (MA) was executed for 5 hrs in a high-purity Ar atmosphere. MA 
was carried out at a ball-to-powder ratio of 15:1 with a milling speed of 
300 rpm. The milling cycle involves 10 min milling and 20 min cooling. 

2.2. Spark plasma sintering of Ag-doped PbSnTeSe HEA powder 

Spark plasma sintering instrument (SPS 515, Dr. Sinter Lab, Japan) 
was used to consolidate the mechanically alloyed powder under a vac-
uum (<10 Pa). During the single-stage sintering process from room 
temperature (RT) to 325◦C, an uniaxial pressure of 50 MPa was main-
tained. After 325 ◦C, samples were retained in the same temperature for 
5 min and then cooled to room temperature (RT). The instantaneous 
relative density (%) and densification rate (per sec) during SPS were 
estimated using the following relation [38]. 

ρn =
dρn

dtn
=

ρn+1 − ρn− 1

tn+1 − tn− 1
; ρ =

Lo

L
ρ0 (1)  

Where, ρn represents the instantaneous relative density percentage at tn 
(sec) time. The percentage of relative density of sample ρ was calculated 
from initial height L0 (mm), instantaneous height L (mm), and initial 
density ρ0. Prior to sintering, the Z-axis displacement is set to zero. The 
density measurement of samples were carried out based on Archimede’s 
principle. 

2.3. X-ray diffraction and electron microscopy characterizations 

X-ray diffractometer (Ultima III, Rigaku, Japan) with Cu-Kα radia-
tion (λ = 1.54 Å) was used to analyze the phase and structural features 
of mechanically alloyed and sintered samples. The lattice strain (%) and 
average crystal size were determined using the Williamson and Hall 
relation in both powder and sintered samples. The following relation-
ship was used to estimate the crystallite size (D) from the diffracted 
peaks. 

D =
Kλ

βCosθ
+ 4εtanθ (2)  

Where, K represents the shape factor (K = 0.9), λ represents the X-ray 
wavelength, β represents the full width half maximum corresponding to 
hkl planes (in radians), ε represents lattice strain and θ stands for the 
diffraction angle. The induced lattice strain (ε) was obtained from the 
following relation. 

ε =
β

4tanθ
(3) 

The phase characteristics, elemental and dopant distribution of sin-
tered samples were studied using a scanning electron microscope 
equipped with energy-dispersive X-ray spectroscopy (SEM-EDS) (Carl 
Zeiss, Germany). 

2.4. Hall measurements and thermoelectric performance of 
nanostructured PbSnTeSe HEA doped with Ag 

Van der Pauw’s four-probe approach was used to measure the hall 
characteristics of the bulk sample (HMS 5000, Ecopia, USA). The ab-
solute Seebeck coefficient and electrical conductivity measurements 
were carried out using the Seebeck coefficient and electrical resistivity 
measuring instrument (LSR-3, Linseis, Germany) under high purity he-
lium (99.999%) atmosphere between 373 K and 573 K. The thermal 
diffusivity (D) of the bulk sample was calculated using the laser flash 
apparatus (LFA457, Netzch, Germany). Differential scanning calorim-
etry (DSC) analysis was used to estimate the specific heat (Cp) of sam-
ples. The total thermal conductivity (k) was determined using the 
empirical formula k = ρDCp. 

3. Results and discussion 

3.1. XRD and electron microscopy characterization 

X-ray diffraction (XRD) patterns of mechanically alloyed and 
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sintered PbSnTeSe HEA doped with Ag (0, 0.3, 0.6, and 0.9 at%) are 
shown in Fig. 1a. The diffracted peaks of milled and SPS bulk materials 
are indexed to a single-phase PbSnTeSe HEA with NaCl type FCC crystal 
structure in the Fm3-m space group (ICDD-PDF card number 
01–071–6519) (Fig. 1d). The elemental powders experience substantial 
lattice distortion during milling, resulting in the formation of the 
PbSnTeSe alloy. Furthermore, due to the complex chemical gradient 
caused by multiple elements in the equiatomic ratio, the configurational 
entropy in the PbSnTeSe HEA significantly increases to achieve a single- 
phase solid solution in a shorter milling time. In spite, of possessing the 
single phase PbSnTeSe HEA, the Ag doping (0.3–0.9 at%) show signifi-
cant variation in its lattice. This is evident from the shift of the principal 
plane (200) at the 2Ѳ vicinity of 28.7º (Fig. 1b). 

It is also confirmed that 5 hrs of milling favoring the nanostructuring 
of the powder particles, thus showing the significant variation in crys-
tallite size and lattice strain, as evidenced by the peak broadening 
phenomena of the PbSnTeSe HEA. Table 1 shows that the average 
crystallite size of all sintered samples is < 60 nm. The lattice parameter 

of PbSnTeSe HEA with Ag doping (0–0.9 at%) shows a considerable 
variation. It is understood that increasing Ag doping concentration 
lower the PbSnTeSe HEA’s lattice parameter from 6.229 Å to 6.212 Å 
(Fig. 1c). This is due to the atomic size difference between the parental 
elements and Ag, which causes lattice distortion in the base system. 
Further, with an increase in Ag doping concentration, configurational 
entropy can be enhanced in PbSnTeSe HEA, which can be referred from 
Appendix A: Electronic supplementary information (ESI). 

Fig. 2a features the SEM image of sintered nanocrystalline 0.9Ag 
HEA captured in the backscattered electron (BSE) mode. The grey color 

Fig. 1. a). XRD patterns of mechanically alloyed PbSnTeSe HEA powder and sintered PbSnTeSe HEA doped with Ag, b) Shift in (200) peak of PbSnTeSe HEA, c) 
Variation of the lattice parameter with Ag doping and d) Crystal structure of PbSnTeSe HEA. 

Table 1 
Average crystallite size and lattice strain of sintered Ag-doped PbSnTeSe HEA.  

Sample Average crystallite size (nm) Lattice strain (%) 

Base 53 ± 0.24 0.171 
0.3Ag 54 ± 0.76 0.167 
0.6Ag 57 ± 0.30 0.160 
0.9Ag 59 ± 0.57 0.156  
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contrast of the SEM image depicts the uniform and homogeneous 
PbSnTeSe HEA phase. Thus, it confirms the single-phase nature of the 
alloy and complies with the XRD observation. The corresponding EDS 
elemental mapping (Fig. 2b) and spectrums (Fig. 3) affirm that the bulk 
sample’s constituent elements and Ag dopant are distributed uniformly. 
Furthermore, the superior phase homogenization is confirmed by the 
narrow deviation of constituent elements to the nominal concentration 
made from EDS elemental quantification. In addition, it portrays that Ag 
dopant is distributed uniformly in the sintered PbSnTeSe HEA and it is 
quantified as 0.9 at%, which is in good agreement with its nominal 
concentration (inset to Fig. 3). Furthermore, composition analysis of all 
the samples portrays a similar trend with an increase in doping con-
centration of the Ag and closer agreement with the theoretical stoichi-
ometry (Fig. A.1 of Electronic supplementary information). 

3.2. Densification kinetics of HEA powder during spark plasma sintering 

To further understand the sintering kinetics, the densification rate 
and instantaneous relative density profiles of nanostructured PbSnTeSe 
HEA powders with varying Ag doping concentration were recorded 
during SPS (Fig. 4). It depends on the various driving factors such as (i) 
applied load, (ii) stress induced on the powder particles, (iii) high- 
density electron migration, and (iv) momentary evolution of the 
plasma [35]. The entire densification process can be divided into three 
stages: primary (stage-I), intermediate (stage-II), and final (stage-III). 
Pressure and temperature are crucial in each regime for activating 
thermodynamical events of varying nature and momentum in order to 

achieve better densification. The primary stage (RT to 125 ◦C) portrays 
the least densification rate synergistically attributed by the constant 
pressure imposed and the initial flow of high-density pulse current 
passing through the HEA powder volume. Concurrently, the applied 
pressure causes PbSnTeSe HEA powder particles to self-arrange inward 
(due to an azimuthal magnetic field), thus enhancing physical contacts 
within the powder volume [39,40]. Surface integration and mechanical 
interactions between the particles are greatly influenced by the surface 
energy of the powder particles at this point. As a result, it aids in forming 
a better passage for the pulsed, high-density current uniformly through 
the powder compact. Due to Joule heating, the pulse current (I) gener-
ated during SPS is delivered through the graphite die packed with 
powders, which is responsible for achieving the desired temperature. It 
is related to the root mean square of an instantaneous current density 
(IRMS), which is mathematically represented by the following equation 
[41]. 

IRMS =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

i
τ

∫ t+τ

t
I2(t)dt

√

(4)  

Where, I and τ are the instantaneous current and time. Notably, the 
nanostructured powders processed through mechano-chemical synthe-
sis exist with the boundary (amorphous region) and internal atomic 
disorder (defects) due to severe mechanical knocking. Therefore, the 
transient pulse current passes through the graphite die column, causing 
the overheating of the individual powder particles with the existing 
atomic and grain boundaries consequence in the skin effect, which leads 
to surface cleaning. Also, the wider chemical complexity and composi-
tional gradient existence in the PbSnTeSe (i.e., Pb, Sn, Te, Se) and Ag 
dopant are expected to offer a high resistance towards the current 
consumption, thus consuming a higher current than that of the 
conductive monolithic powder. However, the surface melting and 
encapsulation that results from the momentary generation of plasma 
significantly reduce the surface energy of the HEA powder particles 
(Stage I). It develops the meting of the powder particle boundaries and 
forms the thinner amorphous layer with an increase in temperature with 
control pressure aided in the particle gliding. These factors significantly 
impact the solid-state atomic transport in the intermediate stage, which 
showcases the bulk deformation in the powder compact (marked as 
Stage-II in Fig. 4a). The major densification rate is attributed in this 
region by increasing the densification rate from 0.0045 s− 1 at 125 ◦C to 
0.0234 s− 1 at 250 ◦C. This complements the corresponding drastic 
improvement in the relative density from 79% (125 ◦C) to 97% (250 ◦C) 
(Fig. 4b). The compact, in particular, exhibits remarkable creep, and 
subsequent hot forging phenomena lead to a higher densification rate. 
After 250 ◦C, a stable densification rate is observed in the final stage, 

Fig. 2. a) BSE-SEM image, b) EDS mapping of spark plasma sintered 0.9Ag HEA bulk.  

Fig. 3. EDS spectrum of spark plasma sintered 0.9Ag HEA (Inset: atomic con-
centration of constituent elements). 
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reflecting near-maximum densification with a relative density closer to 
98.5%. 

3.3. Hall measurements and thermoelectric properties of bulk 
nanocrystalline PbSnTeSe HEA samples with Ag doping 

Table 2 summarises the ambient temperature carrier concentration 
and hall mobility characteristics of Ag-doped PbSnTeSe HEA samples. 
Hall coefficient values are recorded positively in all the HEA samples, 
which confirms that alloys are p-type semiconductors. The nano-
crystalline PbSnTeSe HEA possesses a bulk carrier density of 1.80×1019 

cm− 3 and hall mobility of 368 cm2/Vs. The recorded values provide the 
ideal compliance to be general semiconducting range. In PbSnTeSe HEA, 
raising the Ag doping concentration significantly increases the carrier 
concertation and decreases the hall mobility. The PbSnTeSe HEA doped 
with 0.9Ag achieves a superior carrier concentration of 1.34×1020 

cm− 3. The carrier mobility of the samples show the adverse trend of 
reduction with Ag doping concentration. The charge carrier mobility of 
the pristine PbSnTeSe HEA is 368 cm2/Vs, which is reduced to 222 cm2/ 
Vs by doping with 0.3 at% Ag. With Ag doping of 0.6 at% and 0.9 at%, 
the carrier mobilities are drastically reduced to 66.4 cm2/Vs and 
63.5 cm2/Vs, respectively. Even though bulk carrier concentration in-
creases with Ag doping, the charge carrier mobility observed decreases, 
thus resulting in a significant reduction in electrical conductivity. With 
an increase in Ag concertation, lattice distortion significantly increases 
due to atomic size and mass difference created by the Ag atom relative to 
the parental elements. This is evident from the reduction in the lattice 
parameter of the alloy from 6.229 Å to 6.212 Å (Fig. 1c) quantified by 
the XRD analysis. The increase in lattice distortion and the introduction 
of point defects due to Ag atom doping could increase electron scattering 
centers. Furthermore, it gives the combined effect with the inherent 
grain boundaries and junctions scattering via the nanocrystalline nature 
in the alloy. Consequently, the mean free path of electrons remarkably 
decreases, thus reducing the electrical conductivity of the HEA. This can 
be understood from the significant decrease in the hall mobility from 
368 cm2/Vs to 63.5 cm2/Vs when the Ag concentration is varied from 

0 to 0.9 at%. The similar observation is reported in BiSb1.5Te1.5Se HEA is 
doped with an Ag atom [33]. With a rise in Ag doping, the average Hall 
coefficient of the HEA samples drops from + 0.348 m3/C to 
+ 0.0465 m3/C. 

Fig. 5a shows the absolute Seebeck coefficient (S) values for Ag- 
doped PbSnTeSe at temperatures ranging from 373 K to 573 K. All of 
the samples exhibit positive values, confirming the p-type semi-
conducting nature in the samples with holes as the majority of charge 
carriers. This observation complements the behavior recorded from the 
Hall measurement characteristics (Table 2). 

In general, S values and carrier concentration data can be correlated 
to understand the density of state’s effective mass of the charge carries 
considering the model on the single-parabolic band (SPB) with an 
acoustic-phonon scattering as an influential and dominating scattering 
mechanism as emphasized in the Fermi-Dirac statistics, the S and 
effective mass can be mathematically expressed respectively by Eq. (5) 
and Eq. (6) [41]. 

S =

(
kB

e

){(
(2 + λ)F1+λ(η)

(1 + λ)Fλ(η)
− η

)}

(5)  

m∗ =
h2

2kBT
[

n
4πF1

2
(η)]

2/3 (6)  

Where, KB represents the Boltzmann constant, λ represents the scattering 
factor (i.e. in the case of acoustic phonon scattering λ = 0 and for 
ionized impurity scattering it is λ = 2), m* corresponds to the effective 
mass, n is the carrier concentration and h is the Planck constant, Fλ(η) is 
the Fermi-Dirac integral. The S values in pristine PbSnTeSe increase 
monotonically from 84 µV/K at 373 K to 144 µV/K at 573 K. Further-
more, the S values have a positive slope in the measurement range, 
indicating no bipolar phenomena in the synthesized HEAs. The higher 
configurational entropy and good crystal structure symmetry due to 
complex chemistry significantly increase the S value. With an increase in 
doping of Ag, S value increases to 150 µV/K (0.3Ag) and 213 µV/K 
(0.6Ag) at 573 K. This could be attributed to higher microscopic con-
figurations, synergetic enhancement in the bandgap, the density of 
states (DOS), and effective mass of charge carriers [42–44]. This is due 
to the drastic reduction in the charge carrier mobility from 368 cm2/Vs 
to 63.5 cm2/Vs via increased effective mass and higher doping con-
centration from 0 to 0.9 at%. In the same operating temperature, the 
current observation is a two-fold increase in the S value of PbSnTeSe 
HEA that doped with La [32]. 

The electrical conductivity (σ) of the Ag-doped PbSnTeSe HEA is 
shown in Fig. 5b. It can be seen in all HEA samples, the steady decrease 
in σ up to 573 K. The σ of the base HEA decreases from 6.13×104 S/m at 

Fig. 4. SPS curves of PbSnTeSe doped with Ag a) Densification rate and b) Instantaneous relative density (%).  

Table 2 
Hall measurement characteristics of bulk PbSnTeSe HEA doped with Ag.  

Sample Bulk carrier 
concentration 
(cm− 3) 

Carrier 
mobility 
(cm2/Vs) 

Average Hall 
coefficient 
(m3/C) 

Nature of 
semiconduction 

base 1.80×1019  368 + 0.348 p-type 
0.3Ag 3.31×1019  222 + 0.189 p-type 
0.6Ag 7.74×1019  66.4 + 0.080 p-type 
0.9Ag 1.34×1020  63.5 + 0.046 p-type  
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Fig. 5. Thermoelectric properties of sintered PbSnTeSe HEA doped with Ag a) Absolute Seebeck coefficient, b) Electrical conductivity, c) Power factor, d) electronic 
thermal conductivity, e) lattice thermal conductivity, f) total thermal conductivity, g) Figure of merit ZT and h) comparison of current ZTmax values with other 
thermoelectric HEA systems processed through different approaches. 
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373 K to a much lower value of 2.98×104 S/m at 573 K. In the 0.9Ag 
HEA, a peak reduction of 2.33×104 S/m is observed at 573 K. From 
Table 2, It is evident that, in addition to the increase in charge carrier 
concentration by increasing Ag doping concentration, there is a sub-
stantial reduction in charge carrier mobility. This implausible effect is 
mainly manipulated by the following phenomena: (i) higher configu-
rational entropy and complex crystal structure, (ii) Enhancements in 
grain boundaries and junctions (i.e., nanostructuring approach) and (iii) 
Physical defects and imperfections in different types (i.e., Ag doping, 
porosity, and lattice misfit) [32,33]. These factors provide synergetic 
influence in reducing the charge carrier mobility by increasing scat-
tering centers in bulk HEA samples. Furthermore, Ag doping signifi-
cantly increases the charge carrier effective mass and substantially 
reduces the carrier velocity, causing a decrease in σ. 

The thermal conductivity of base and Ag-doped nanocrystalline 
PbSnTeSe HEAs show a synergetic decrease in electronic and lattice 
thermal conductivity (i.e., kel and klat) (Fig. 5d-e). The nanostructuring 
phenomena and charge carrier scattering by point defects (Ag atoms), an 
increase in Ag doping concentration in the HEA results in a significant 
reduction in kel (Fig. 5d). Alongside, higher volume grain boundaries by 
nanostructuring and lattice distortion induced during MA also oppose 
the transport of the heat-carrying phonons to decrease klat. Also, the 
complex chemistry due to the high entropy phenomena results in 
anharmonicity and phonon-phonon scattering. This anharmonicity in-
creases with the higher temperature gradient, thereby enhancing the 
phonon-phonon collision to achieve lower energy. This can increase the 
Umklapp scattering events at a higher temperature and reduce the klat 
further to < 0.6 W/mK (Fig. 5e). As a result, at the elevated tempera-
tures of 573 K, the total thermal conductivity (k) of HEA samples is 
dramatically reduced to a lower range (i.e., 0.9 W/mK) (Fig. 5f). 

The power factor (S2σ) of the nanocrystalline PbSnTeSe HEA with Ag 
doping concentrations increases with temperature (Fig. 5c). The 
PbSnTeSe base HEA shows a power factor of 6.24×10− 4 W/mK2 at 
573 K. The maximum power factor reported for the 0.9Ag HEA is 
14.64×10− 4 W/mK2. The power factor of base HEA increases signifi-
cantly as the Ag doping concentration rises. The substantial increase in 
the S value compliments the enormous increase in the power factor. The 
temperature-dependent figure of merit (ZT) of nanocrystalline 
PbSnTeSe HEA doped with Ag is shown in Fig. 5g. The ZT value of base 
PbSnTeSe HEA increases linearly as the temperature rises and reaching a 
maximum of 0.396 at 573 K. Notably, the higher ZT values of 0.714 and 
0.891 at 573 K are observed in the 0.6Ag HEA and 0.9Ag HEA, respec-
tively. The 0.6Ag and 0.9Ag HEAs possess remarkable enhancements of 
180% and 225%, respectively, over the pristine PbSnTeSe HEA. The ZT 
for the systems are significantly higher when compared to pristine 
PbSnTeSe HEA (ZT = 0.35) and La-doped PbSnTeSe HEA ( ZT =0.28) 
doped alloys synthesized via melt and SPS route (ZT = 0.28) in same 
operating temperature range [32]. Furthermore, single phase alloy 
synthesis with very short processing time avoids many practical com-
plexities and challenges involved in the melt route synthesis. [32–33, 
44]. 

4. Conclusion 

The monophase nanocrystalline PbSnTeSe HEA doped with Ag 
(0.3–0.9 at%) were developed via solid-state synthesis by mechanical 
alloying (MA) and spark plasma sintering (SPS). The following are the 
most significant findings.  

i. The short duration mechanical alloying for 5hrs significantly 
contributes to achieving the monophase PbSnTeSe HEA (solid 
solution) powder doped with varying Ag concentration (i.e., 0 – 
0.9 at%).  

ii. SPS of PbSnTeSe HEA doped with Ag retained the phase stability 
and nanocrystalline nature with the average crystallite size 
< 60 nm with a high relative density (>96%)  

iii. The XRD, SEM, and EDS composition analyses confirm the mono- 
phase nature of the HEAs and the uniform elemental distribution.  

iv. A high absolute Seebeck coefficient (250 µV/K at 573 K) via Ag 
doping significantly increases the power factor (14.64×10− 4 W/ 
mK2 in 0.9Ag HEA) than PbSnTeSe HEA (with a power factor of 
6.24×10− 4 W/mK2). 

v. With an increase in Ag doping from 0 to 0.9 at%, a notable in-
crease in the charge carrier concentration from 1.80×1019 cm− 3 

to 1.34×1020 cm− 3 and a substantial decrease in carrier mobility 
from 368 cm2/Vs to 63.5 cm2/Vs is observed. This indicates that 
effective mass of charge carrier increases with the Ag doping. 

vi. The superior power factor combined with lower thermal con-
ductivity achieved a virtuous ZT of 0.891 at 573 K in 0.9Ag HEA.  

vii. This enhancement in the ZT is remarkably higher (225%) than 
the pristine PbSnTeSe HEA (ZT = 0.396).  

viii. Compared to other HEA thermoelectric systems processed 
through alternative routes, the nanostructured PbSnTeSe-Ag HEA 
synthesized using the current swift approach (MA and SPS) shows 
a substantial improvement in the ZT. 
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Carbon fiber is considered as a material of future. It has better mechanical properties when compared to
metals like steel and aluminium. And its high strength to weight ratio makes it a promising component
for modern buildings, spacecrafts etc. Carbon fiber has a low compressive to tensile strength ratio. Carbon
fiber can’t operate under high temperature conditions. Current work proposes a composite design which
will help in shielding carbon fiber from high temperature. For this sole purpose we are using high tem-
perature polyimide plastic, vespel SP-21 and high temperature epoxy resin eccobond 104. The manufac-
turing of the composite is done by vacuum bagging process. The manufactured composite is future heat
treated to obtain high tensile strength. Using rules of mixture equations approximate equivalent proper-
ties of the composite is found and is used for finite element modelling of the composite. This model is
used for the analysis of a single layer and double layer of the composite sheet. The stresses and elongation
at the layers are analyzed. The optimum loads for single and double layer composite was found by trial
and error method.
Copyright � 2022 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Processing and Characterization of Materials.
1. Introduction

Material engineering is one of the most rapidly evolving part of
engineering sector. Material engineering is what allows us to find
best combinations of materials that can be used for various pur-
poses. Composites is an important part of material science, since
it combines desirable properties of various materials. Composites
are inevitable part of various developing parts of engineering tech-
nologies. The use of composites varies from cement used in con-
struction works to carbon fiber composites used in spacecrafts.
Designing composites helps in improving properties of it con-
stituents and to protect them from their weaknesses[1–2].

Carbon fiber is considered as a material of future. It sports bet-
ter mechanical properties when compared to metals like steel and
aluminium. And its high strength to weight ratio makes it a
promising component for modern buildings, spacecrafts etc[3–4].
But there are some difficulties in using carbon fiber directly for
outer-space activities. Carbon fiber has a low compressive to ten-
sile strength ratio. Operating above 150 �C may cause oxidation
of surface carbon layer and corresponding shrinkage of the sheet.
Carbon fiber can’t operate under high temperature conditions.

The available composites which allow us to use carbon fibers
under higher temperature are costly and are only under develop-
ment. Even though carbon fiber reinforced metal matrix compos-
ites exist in the market they never helps in full potential of
carbon fibers and shows similar properties to that of metals[4–7].

Design of a new sandwich type composite in which we can uti-
lize the high strength to weight ratio of carbon fiber while protect-
ing it from high temperature exposure. The design includes use of
heat repellent polyimide thermosetting plastic(vespel by dupoint)
and resins that can be used at high temperature to improve the
high temperature properties of the composite[8–9]. This design
may help in enabling the use of carbon fiber under conditions of
varying temperature, even from cryogenic level to temperatures
above 200 �C without significant variation in the properties. This
may help in using this composite even during space colonization
due to its high strength to weight ratio and ability to operate under
varying temperature range. Investigators have considered all the
possibilities and alternatives of the design and its technical aspects
and we infer that the system might be efficient[10–12].
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mailto:shunmugesh@vjcet.org
https://doi.org/10.1016/j.matpr.2022.08.301
http://www.sciencedirect.com/science/journal/22147853
http://www.elsevier.com/locate/matpr


K. Shunmugesh, A. Raphel, T.G. Unnikrishnan et al. Materials Today: Proceedings 72 (2023) 2163–2168
By using ’rules of mixtures’ equations for composite we gener-
ated approximate equivalent properties of the composite sheet is
found out. These values are used to generate various deformations
occurring in a composite bar under various loading conditions. An
open software called FREECAD is used for the finite element mod-
elling of the corresponding equivalent composite bar.
2. Abbreviations and notations

Various abbreviations and notations used in this research paper
are given below.
2.1. Abbreviations

� CAD-Computer Aided Design
� FEM-Finite Element Modelling
� CF-Carbon Fibre

2.2. Notations

� E-elastic modulus
� f-volume fraction
� D-density
� a-thermal expansion coefficient

3. Constituents of the composite

3.1. Vespel� SP-21 sheet

Vespel is the trademark of a range of durable high-performance
polyimide-based plastics manufactured by.

DuPont. It combines heat resistance, lubricity, dimensional sta-
bility, chemical resistance, and creep resistance, and can be used in
hostile and extreme environmental conditions.

DuPontTM Vespel� SP-21 is graphite-enhanced with low-friction
properties for use with or without lubrication in various applica-
tions. Vespel� SP-21 has maximum physical strength, elongation,
and toughness. This contains 15 % graphite.
3.2. Carbon fiber sheet / unidirectional carbon fiber fabric

Carbon fiber and carbon fiber cloth consist of bulk, chopped
fibers, continuous strands, or woven cloth forms of carbon. Carbon
fiber fabrics are infused with epoxy resins to make composites.
3.3. Nomex honey comb

ANA aerospace grade Nomex� honeycomb core is manufactured
from Nomex� paper sheets and is coated and bonded together with
epoxy resin. Designed to offer users and designers high strength-
to-weight properties at relatively low cost, Nomex� honeycomb
is particularly suitable as a core material for production of sand-
wich structures requiring significant performance.
3.4. Epoxy eccobond 104 resin

Eccobond 104 is formulated using a black liquid and white pow-
der creating a high strength epoxy adhesive. Main purpose of this
advanced adhesive is to bond a variety of substrates including met-
als, glass, ceramic and thermoset plastic. This epoxy is designed for
applications that require extremely high temperature exposure.
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4. Methods and manufacturing

Vacuum bagging is a commonly used technique in composites,
and for good reason. When done correctly, your part will have a
nice, uniformly distributed compression about the surface of the
layup. This in turn helps to minimize any voids (e.g. bubbles
and wrinkles) in the build-up of layers. Also, when used with a
porous substrate made of peel-ply and breather-cloth as we’ll
see, it assists in having the optimal ratio of resin to reinforcement
(e.g fibreglass, or carbon fiber, or Kevlar) by squeezing out the
excess. The Fig. 1 shows the requirements of vacuum bagging
process.

4.1. Steps to be followed

� Cutting of plastics
� Folding the cut plastic.
� Setting the other corners.
� Laying down the Sealing Tape
� Apply final sealing edge.
� Sealing the First Side
� Seal the Other Side
� Placing the Bag-Tube Connector.
� Layup
� Final vacuum bagging and heat treatment

4.2. Final product

The following Fig. 2 represents the cross section of the designed
composite. The thickness is calculating as 10.95 mm. The resulting
structure consists of 2 layers of Vespel� SP-21 sheets, 2 layers of
Carbon Fiber Fabric and 3 layers of Nomex� honeycomb.

5. Results and discussions

Used simple modelling test in order to find how the material
react to various tensile and compressive forces. For that we have
calculated the equivalent mechanical properties of the composite
bar. For that purpose, we used the ’rules of mixtures’ equations.

5.1. Rules of mixtures

Elastic modulus of the equivalent composite bar.

E ¼ E1f 1 þ E2f 2 þ E3f 3 þ ::::Enf n

Density of the equivalent composite bar.

D ¼ D1f 1 þ D2f 2 þ D3f 3 þ ::::Dnf n

The thermal expansion coefficient of the composite bar.

a ¼ a1f 1 þ a2f 2 þ a3f 3 þ ::::anf n

where, ‘f’ is the volume fraction of each component for the
below calculation the thickness of the epoxy layer is excluded.
Since the length and breadth of every sheets of components are
same as that of the composite, the volume fraction is directly pro-
portional to the thickness of each layer.

Volume fraction of carbon fiber = (1.3*2)/10.85 = 23.96 %.
Volume fraction of vespel = (1.55*2)/10.85 = 28.57 %.
volume fraction of Nomex Honey Comb = 100 %-(28.57 + 23.9

6) = 47.47 %.

5.2. Calculation of mechanical and physical properties

o To calculate the Density, Young’s modulus etc. the honey comb
layer is considered to act like a single sheet infused with Resin.



Fig. 1. Vacuum Bagging Set-up.

Fig. 2. Cross Section of Carbon Vespel composite.

Table 1
Tensile load of 105N is applied at one end of
single layer composite.

Parameter Value

Displacement 0.40 mm
Maximum Principal Stress 62.47 MPa
Shear Stress 23.66 Pa
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o All the properties of vespel, carbon fiber are after the treatment
with epoxy resin at elevated temperature.

Equivalent Young’s modulus of the composite = 46.83GPa.
Approx. Density of the composite = 1510Kg/m3.
Thermal expansion coefficient = 49 microm/m/k.
Thermal conductivity = 11.32 W/m/K.

5.3. Modelling

Steps to be followed.

o Model a rectangular sheet with 500 mm length and 250 mm
width using ’part’ tool.

o Creating an N mesh around the sheet for the analysis purpose.
o The material properties are entered manually.
o The loading conditions are set according to our requirement.
o The variation in the structure under the load is calculated by the

Calculix tool available in the FEM menu of Free CAD.

5.4. Result

5.4.1. Limiting factors

o Tensile strength of nomex honeycomb-60 MPa
o Shear strength of carbon fiber –22.4 MPa
o Maximum strain of carbon fiber �2.7 %

To obtain the optimum value of load for the sheet it was
ensured that the maximum principal stress was under the tensile
2165
strength of nomex honeycomb. And ensured shear stress devel-
oped was under the shear strength of carbon fiber.
5.4.2. Single layer under tension

a. Findings from The FEM Analysis.
The following findings where obtained by analysing Tables 1 to

4 and Figs. 3 to 14. And the optimum condition for the operation of
the single and double layer composite is found. (1) Double layer
500x250mm sheet was tested under 100KN, 160KN & 200KN. (2)
At 200KN the resultant maximum stress was less than the tensile
strength of Honey comb layer. But shear stress developed was
almost similar to maximum shear strength of carbon fiber. So it
can’t be used. (3) And by trial and error method 160KN is the opti-
mum load for a double layer of the composite to avoid permanent
deformation. (4) Single layer 500x250mm sheet was tested under
60KN, 80KN & 100KN. (5) Under 100KN the resultant maximum
stress was higher than the tensile strength of Honey comb layer
which means failure. (6) And by trial and error method 60KN is
the optimum load for a single layer of the composite to avoid per-
manent deformation.



Table 2
Tensile load of 60 KN is applied at one end of
single layer composite.

Parameter Value

Displacement 0.24 mm
Maximum Principal Stress 37.48 MPa
Shear Stress 14.20 MPa

Table 3
Tensile load of 105N is applied at one end of
double layer composite.

Parameter Value

Displacement 0.40 mm
Maximum Principal Stress 51.51 MPa
Shear Stress 21.52 MPa

Table 4
Tensile load of 2 � 105N is applied at one end of
double layer composite.

Parameter Value

Displacement 0.24 mm
Maximum Principal Stress 37.48 MPa
Shear Stress 14.20 MPa

Fig. 3. Distribution of Displacement (1L � 100KN).

Fig. 4. Distribution of Principal Stress (1L � 100KN).

Fig. 5. Distribution of Shear Stress (1L � 100KN).

Fig. 6. Distribution of Displacement (1L � 60KN).

Fig. 7. Distribution of Principal Stress (1L � 60KN).

Fig. 8. Distribution of Shear Stress (1L � 60KN).
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Fig. 9. Distribution of Displacement (2L � 100KN).

Fig. 10. Distribution of Principal Stress (2L � 100KN).

Fig. 11. Distribution of Shear Stress (2L � 100KN).

Fig. 12. Distribution of Displacement (2L � 200KN).

Fig. 13. Distribution of Principal Stress (2L � 200KN).

Fig. 14. Distribution of Shear Stress (2L � 200KN).
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b. 100000 N at right end when left end is fixed.
c. 60000 N at right end when left end is fixed.
5.4.3. Two layer under tension

a. 100000 N at right end when left end is fixed.
b. 200000 N at right end when left end is fixed.
6. Conclusion

The finite element modelling of the carbon fiber reinforced with
epoxy and vespel honey comb structure composite was done and
following conclusions are drawn. This model was used to the anal-
ysis of a single layer and double layer of the composite sheet The
performance of the newly designed composite was studied under
various tensile loads. And it helped in finding the durability of
the composite material in a variety of conditions. The newly
designed composite shows good performance under tension and
compression. The production of the composite can be economical
only if it is produced at a large scale. From the Finite Element Anal-
ysis, it can be concluded that the composite has potential applica-
tions where the 4 thin edges of the composite sheets is fixed. On
bending it has been observed that the ultimate strength depends
on the thickness of vespel layer. Increasing thickness of the com-
posite reduced the flexibility and cost of the product. Rather than
bending the sheets for use it will be desirable to mould the vespel
sheet according to the use.
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The adoption of biodegradable and environmentally-friendly composite materials is gaining momentum
in diverse engineering sectors due to their growing popularity. The present investigation focuses on ana-
lysing the influence of fibre treatment on the mechanical properties of hybrid composites made of Kenaf
fibres and epoxy matrix. The fibre is subjected to NaOH treatment initially, which is subsequently fol-
lowed by a comprehensive drying process. The second scenario involves the utilisation of custard apple
seed powder, a biodegradable filler material, to modify the matrix. The utilisation of microscopy is
employed as a means to analyse the modified fibres and to identify any potential surface alterations that
may have taken place. Following this, epoxy composites are fabricated by utilising modified and unmod-
ified Kenaf fibres through a basic hand layup method with vacuum bagging. The composites that have
been prepared are subsequently evaluated for their characteristics through tensile and flexural measure-
ments, in compliance with the applicable ASTM standards.
Copyright � 2023 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Advancements in Materials and Manufacturing.
1. Introduction

The Hibiscus cannabinus plant species is the source of Kenaf
fibre, which is a type of natural fibre [1]. The subject matter has
garnered considerable significance and scrutiny owing to its
diverse advantageous characteristics and potential applications
[2]. Kenaf fibre is widely recognised for its environmentally con-
scious and sustainable attributes in the field of sustainability [3].
The resource in question is characterised by rapid renewability,
as the plant species in question can be cultivated and harvested
within a relatively brief timeframe of approximately four to five
months. This renders it a feasible substitute for other natural fibres
and synthetic materials that possess a greater ecological footprint
[4]. Kenaf fibre possesses biodegradability, implying its ability to
undergo natural decomposition without causing persistent envi-
ronmental contamination. The aforementioned attribute holds sig-
nificant importance in the mitigation of waste and advancement of
the circular economy [5]. The mechanical properties of Kenaf fibre
are noteworthy, particularly in terms of its strength and stiffness,
rendering it a viable option for a range of structural applications.
Upon integration into composite materials, such as those com-
posed of epoxy, it serves to augment their mechanical properties,
inclusive of tensile strength, flexural strength, and impact resis-
tance. Kenaf fibre exhibits a relatively lower weight profile in com-
parison to conventional materials such as glass fibres or metals [6].
This attribute renders it highly coveted in contexts where the
reduction of weight is imperative, such as in the manufacturing
of automotive parts and the construction of aerospace frameworks
[7]. The low density of the material is a contributing factor to the
enhancement of fuel efficiency and energy conservation. Kenaf
fibre exhibits remarkable thermal insulation characteristics. The
natural barrier against heat transfer is a beneficial feature in the
context of construction materials, insulation products, and
energy-efficient building designs [8]. The sound absorption proper-
ties of Kenaf fibre can be attributed to its fibrous structure [9]. This
technology exhibits a high degree of efficacy in attenuating sound
waves, rendering it a viable option for employment in diverse set-
tings such as automotive cabin environments, architectural acous-
tics, and sound insulation materials. The moisture resistance of
nforced
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Kenaf fibre is noteworthy, as it exhibits a commendable ability to
resist moisture absorption [10–11]. The material exhibits notable
resistance to swelling and degradation in humid conditions,
thereby augmenting its robustness and steadfastness in various
domains, including furniture, packaging, and outdoor construc-
tions [12]. To summarise, Kenaf fibre presents numerous benefits
such as sustainability, biodegradability, strength, lightweight, ther-
mal insulation, sound absorption, moisture resistance, versatility,
agricultural benefits, and cost-effectiveness. The aforementioned
attributes render it a valuable and auspicious substance in diverse
sectors, thereby facilitating the transition towards more ecologi-
cally sustainable practices [13].

The versatile applications of composites derived from kenaf
fibres can be employed across diverse fields. The utilisation of
Kenaf fibre composites is a viable option in the production of var-
ious automotive components, including but not limited to door
panels, dashboards, and seat backs. The utilisation of Kenaf fibre
composites as a substitute for traditional building materials such
as roofing tiles, siding and decking is a promising prospect. The
utilisation of Kenaf fibre composites in the manufacturing of pack-
aging materials such as food containers and shipping boxes is fea-
sible. Kenaf fibre composites exhibit promising characteristics for
application in the production of furniture, including chairs, tables,
and desks. Kenaf fibre composites have the potential to be utilised
in the manufacturing of diverse sports equipment, such as golf
clubs, tennis rackets, and baseball bats. To sum up, it can be
inferred that kenaf fibre composites present a number of benefits
in comparison to traditional reinforcement materials. The afore-
mentioned advantages render them a persuasive substitute for a
diverse array of use cases across various sectors.
2. Improving mechanical properties of Kenaf fibre composite

2.1. Alkaline treatment

The chemical modification of natural fibres is frequently accom-
plished through the utilisation of alkaline treatment. The afore-
mentioned treatment is known to have a noteworthy impact on
augmenting the surface properties of fibres through the modifica-
tion or interruption of hydrogen bonds that are responsible for the
fundamental structural stability of the fibre system. The applica-
tion of alkali treatment on kenaf fibre (KF) has been subject to
extensive research and analysis [14]. The elimination of diverse
constituents, including lignin, oils, and wax, which form a coating
on the external surface of the fibre cell wall, is a significant out-
come of the alkali treatment. The elimination of certain substances
results in a surface of the fibre that is cleaner and more refined.
Furthermore, the alkaline treatment procedure induces depoly-
merization of cellulose within the fibre, leading to the exposure
of shorter-length crystallites. The process of depolymerization is
aided by the existence of an aqueous solution of sodium hydroxide
(NaOH). The addition of NaOH facilitates the ionisation process of
hydroxyl groups, resulting in the generation of alkoxide species.
The generation of alkoxide species serves as an additional factor
in the modification of both the fibre morphology and surface char-
acteristics in the course of alkaline processing. To summarise, the
chemical modification of natural fibres such as kenaf fibre is fre-
quently achieved through the utilisation of alkaline treatment.
The aforementioned treatment has been observed to enhance the
surface roughness of fibres by means of disrupting hydrogen bonds
and eliminating substances such as lignin, oils, and wax from the
outermost layer of the fibre cell wall. Furthermore, the process of
alkaline treatment results in the depolymerization of cellulose,
thereby facilitating the accessibility of shorter-length crystallites.
The ionisation of hydroxyl groups is facilitated by the existence
2

of aqueous sodium hydroxide, leading to the creation of alkoxide
species and consequent alteration of the fibre structure.

Fibre� OH þ NaOH ! Fibre� O� Na þ H2O ð1Þ
The application of alkaline treatment on natural fibres, such as

kenaf fibre, has noteworthy effects on multiple aspects, including
the extraction of cellulosic fibrils, lignin, and hemicellulosic com-
ponents, as well as the level of polymerization. The immersion of
fibres in a solution of sodium hydroxide (NaOH) of a specific con-
centration for a predetermined duration is a widely used and
uncomplicated method for achieving fibre treatment. The predom-
inant focus of research in this particular field has been to examine
the impact of NaOH concentration and treatment duration on the
strength and properties of the fibres that have undergone treat-
ment. The significance of the NaOH solution concentration utilised
in the treatment procedure is pivotal in ascertaining the degree of
chemical reactions and alterations taking place within the fibre
architecture. The extent of fibre modification is influenced by the
treatment duration, which provides ample opportunity for the
NaOH to interact with the fibre components. A considerable
amount of scholarly literature has investigated the influence of
NaOH concentration and treatment duration on the mechanical
characteristics of treated fibres. However, only a restricted number
of investigations have delved into the effects of treatment temper-
ature on these properties. The temperature employed during the
process of fibre treatment has the potential to impact both the
velocity and magnitude of chemical reactions, as well as the degree
of NaOH infiltration into the fibre architecture. The treatment of
fibres has a consequential impact on their mechanical properties,
including tensile strength, flexural strength, and impact resistance.
To summarise, the application of alkaline treatment on natural
fibres, such as kenaf fibre, has significant implications on the
extraction of cellulosic fibrils, lignin, and hemicellulosic compo-
nents, as well as the degree of polymerization. The treatment of
fibres through immersion in NaOH solution at specific concentra-
tions and durations is a widely used technique. Most research
has concentrated on investigating the impact of NaOH concentra-
tion and treatment duration on fibre strength. However, only a
few studies have examined the consequences of treatment temper-
ature on the mechanical properties of the treated fibres. Compre-
hending and enhancing these parameters hold significant
importance in customising the characteristics of kenaf fibre and
maximising its potential in diverse applications.

Alavudeen et al. utilized a 5%, 10%, and 15% concentration of
NaOH solution on two kinds of woven KF at room temperature
for 2 h, 4 h, 6 h, and 8 h. According to their findings, a ten percent
NaOH treatment for eight hours had the optimum effect on the
mechanical characteristics of KF [15].

Fiore et al. performed an alkaline treatment on KF, changing the
treatment time (48 h and 144 h) while keeping the NaOH concen-
tration at 6% [16]. According to their findings, KF treated for 48 h
has improved characteristics and all contaminants have been elim-
inated. Meanwhile, fracture propagation is visible in the KF treated
for 144 h, indicating that the fibre has been severely damaged,
leading to decreased tensile strength. Ikhwan Ibrahim et al. inves-
tigated the effect of 2%, 4 %, 6%, and 8 % concentrations of NaOH
solution on a single kenaf fibre and found that 6 % NaOH concen-
tration improves the young modulus, tensile strength, and percent-
age fracture strain when compared to an untreated single kenaf
fibre [17].

Overall, the alkaline treatment has been documented to primar-
ily include the use of NaOH solution, and so this treatment has a
few significant effects on the fibre. When the surface roughness
or surface area is increased, better mechanical interlocking
between fibre and matrix can be achieved. The alkaline treatment
exposes the cellulose on the fibre surface, which increases the
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number of available reaction sites. Excess delignification of the
natural fibre, which destroys or weakens it, can be caused by a
higher proportion of alkali concentration. The tensile strength of
the composite formed has been discovered to substantially dimin-
ish when the NaOH concentration is increased above a specific
percentage.

3. Experimental procedure

The present experimental investigation involved the use of bidi-
rectional Kenaf fibres procured from Fibre Region, Chennai, India.
The choice of epoxy resin as the matrix material was based on its
advantageous processability, cross-linking properties, and
mechanical characteristics. The manufacturer’s (Fine Finish Organ-
ics Pvt Ltd, Mumbai, India) instructions were followed for room
temperature curing, utilising a resin-to-hardener ratio of 100:34.

3.1. Fibre treatments

The kenaf fibres were subjected to surface modifications
through the utilisation of alkali (NaOH) and sodium lauryl sulphate
(SLS). Regarding the alkali treatment, the fibres were subjected to
immersion in solutions of sodium hydroxide (NaOH) with different
concentrations and durations. A comprehensive water rinsing pro-
cedure was conducted to eliminate any surplus sodium hydroxide
present on the surface of the fibre. The ultimate stage of the wash-
ing process entailed the utilisation of aqueous solution consisting
of acetic acid in a diluted form. Two critical parameters were
selected to facilitate the examination of composite properties
amidst the numerous factors that impact chemical treatment.
The fibre surface morphology was found to be significantly
impacted by solution concentration and treatment duration, which
were identified as key factors. The phenomenon of a positive
impact resulting from the increase in solution concentration up
to a certain threshold, followed by a sudden decline in this effect,
has been documented. The present investigation involved the
application of a 6% concentrated NaOH solution on kenaf fibres
for a duration of 3 h under ambient conditions.

3.2. Matrix modification with fillers

The matrix is modified using custard apple seed powder. The
properties of the final composite are also influenced by the quan-
tity of filler particles incorporated. In general, the incorporation
of additional filler particles into a composite material is known
to enhance its strength and stiffness. However, this improvement
may come at the expense of reduced ductility and increased brit-
tleness. It gave a satisfying result (increased tensile and flexural
strength) at 4 wt% concentration.

3.3. Hand Lay-up process

The process of producing kenaf fibre composites involved the
utilisation of a hand-layup technique, which was executed in
accordance with the subsequent procedure: The mould was filled
with Kenaf fibres, and subsequently, the resin was combined with
the hardener. After the composites were left to cure for a duration
of 24 h, they underwent a subsequent post-curing process in an
oven at a temperature of 50 �C for a period of one hour.

3.4. Mechanical testing

3.4.1. Tensile strength
The measurement of tensile strength was conducted, which is a

crucial characteristic for the utilisation of composite materials in
3

structural applications. The aforementioned attribute denotes the
capacity of a substance to endure fracture when subjected to a
stretching force. The ASTM: D-638–10 procedure was employed
to determine the tensile strength of the composites, with a cross-
head speed of 1 mm/min. The mean value of five specimens was
documented.
3.4.2. Flexural strength
The study involved the execution of flexural strength tests util-

ising an UNITEK 94100, (Blue Star Engineering & Electronics, India)
universal testing machine and a three-point bending fixture in
accordance with the ASTM: D-790–10 standard. The experiments
were conducted utilising a crosshead velocity of 1 mm per minute.
The distance separating the supports was established at 48 mm, in
accordance with the prescribed standard, utilising a ratio of 16:1.
4. Results and discussion

4.1. Tensile strength analysis

The application of NaOH treatment on Kenaf fibres has been
observed to considerably enhance their tensile characteristics.
The alkaline treatment of natural fibres, such as Kenaf, is a com-
mon practice that involves the use of NaOH (sodium hydroxide).
The surface roughness of Kenaf fibres can be enhanced through
an alkaline treatment utilising NaOH. The intervention perturbs
the hydrogen bonds present in the fibre architecture, thereby
inducing alterations in the surface morphology. The augmentation
of surface roughness results in an improvement of the interfacial
adhesion between the fibres and the matrix material. The load vs
displacement curve for untreated and treated fibres is provided
in Fig. 1 and the strength values are listed in Table 1.

The process of eliminating impurities from the surface of fibres
involves the utilisation of NaOH as a depolymerizing agent during
alkaline treatment. The process of partially removing lignin, oils,
wax, and other substances that coat the outer section of the fibre
cell wall leads to the attainment of cleaner and purer fibre surfaces.
The depolymerization of cellulose within fibres can be induced
through treatment with NaOH, resulting in the exposure of crystal-
lites of reduced length. The aforementioned alteration in structure
amplifies the fiber’s capacity to transmit load and enhances its
overall strength. The morphology of Kenaf fibres undergoes nota-
ble alterations as a result of the alkaline treatment with NaOH.
The fibre surface undergoes modifications as observed through
microscopic analysis, including heightened roughness, elimination
of coatings, and enhanced fibre integrity. The application of NaOH
treatment on Kenaf fibres has been observed to augment their ten-
sile strength. The enhancement of interfacial bonding and overall
strength of fibres is attributed to the disruption of hydrogen bonds,
elimination of impurities, and depolymerization of cellulose [7].
The enhancement of the tensile modulus is observed subsequent
to the NaOH treatment, which is indicative of an improvement in
the fibres’ stiffness or rigidity. The augmentation of surface rough-
ness and enhancement of fibre integrity result in amplified load
transfer and heightened resistance to deformation. The optimisa-
tion of treatment parameters is a critical factor in determining
the degree of enhancement in tensile properties. Specifically, the
concentration and duration of the NaOH treatment are key factors
that play a significant role in this regard. Research has demon-
strated that in order to attain the highest possible improvement
in both tensile strength and modulus, it is necessary to establish
the ideal NaOH concentration and treatment duration. In general,
the utilisation of NaOH for alkaline treatment of Kenaf fibres is a
viable approach for enhancing their tensile characteristics. The
aforementioned treatment methodology serves to augment the



Fig. 1. Tensile test results of untreated (blue line) and treated fibre (red line) reinforced composites. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Table 1
Tensile Strength Analysis.

Type Matrix Soak time, temp,
concentration

Maximum load
(kN)

Single Kenaf
(treated)

Epoxy 3hr, Room Temp, 6% NaOH 0.3031

Single Kenaf
(untreated)

Epoxy 0.2563
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surface roughness, eliminate impurities, facilitate cellulose depoly-
merization, and ultimately engender superior interfacial bonding
between the fibres and the matrix. The enhancements lead to a rise
in tensile strength and modulus, rendering the processed Kenaf
fibres more appropriate for a range of applications that necessitate
high-performance composite materials.
4.2. Flexural strength analysis

The mechanical property of flexural strength plays a crucial role
in determining a material’s capacity to endure bending or deforma-
tion when subjected to a flexural load. Treatment with sodium
Fig. 2. Flexural Strength results of untreated (blue line) and treated fibres (red line) reinf
legend, the reader is referred to the web version of this article.)
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hydroxide (NaOH) can lead to a substantial enhancement in the
flexural strength of kenaf fibre (Fig. 2 and Table 2). The following
are comprehensive notes pertaining to the enhancement of flexural
strength characteristics of kenaf fibre that has undergone NaOH
treatment. The surface of kenaf fibres undergoes chemical alter-
ations as a result of NaOH treatment, leading to surface modifica-
tion. The NaOH solution facilitates the degradation of the lignin,
waxes, and oils that form a coating on the outer cell wall of the
fibre. Consequently, the aforementioned process induces a partial
elimination of said substances, thereby leading to an increase in
surface roughness of the fibre. The treatment with NaOH results
in the disruption of hydrogen bonds that are responsible for main-
taining the structural integrity of the cellulose in kenaf fibre. The
aforementioned procedure involves the depolymerization of cellu-
lose and subsequent exposure of the shorter crystallites present
within the fibre. Consequently, the accessibility of the fibre for
interaction with the matrix material is enhanced. The altered sur-
face morphology of kenaf fibres enhances the interfacial adhesion
and bonding with the matrix material, commonly epoxy resin.
The augmentation of the fiber–matrix interface facilitates the effi-
cient transmission of stress during flexural loading, thereby lead-
ing to a notable enhancement in flexural strength. The
orced epoxy composites. (For interpretation of the references to colour in this figure



Table 2
Flexural Strength of untreated and treated fibres.

Type Matrix Soak time, temp,
concentration

Maximum load
(kN)

Single Kenaf
(treated)

Epoxy 3hr, Room Temp, 6%NaOH 0.0905

Single Kenaf
(untreated)

Epoxy 0.0405
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morphology of kenaf fibres is affected by the treatment with NaOH,
resulting in morphological changes. The augmentation of surface
roughness and the exposure of additional active sites on the fibre
surface facilitate superior mechanical interlocking with the matrix.
The observed alterations in morphology are a significant factor in
enhancing the flexural strength of the composite material. The
enhancement of flexural strength is significantly affected by the
concentration and duration of the NaOH treatment, which are
deemed as crucial treatment parameters. Research has demon-
strated that an optimal concentration of NaOH and duration of
treatment exist, beyond which a reduction in flexural strength
may occur. The identification of suitable treatment parameters is
of utmost importance in order to attain the intended improvement
in flexural characteristics. The reinforcement effect is observed in
the composite material due to the incorporation of treated kenaf
fibres. The incorporation of these elements results in enhanced
flexural characteristics of the composite, owing to their supple-
mentary strength and stiffness. The optimisation of the fibre–ma-
trix interaction results in an effective transfer of loads, thereby
minimising the likelihood of fibre debonding or failure [17]. The
evaluation of the flexural strength of composites reinforced with
kenaf fibres is conventionally conducted through the utilisation
of standardised testing approaches, such as ASTM D790.

4.3. Tensile strength analysis for modified matrix

The Tensile strength properties of kenaf fibre can be signifi-
cantly improved through a combination of fibre treatment with
sodium hydroxide (NaOH) and the addition of custard apple pow-
der filler particles to the matrix. The application of NaOH treat-
ment has been observed to enhance the surface roughness of
fibres through the disruption of the hydrogen bonds responsible
for maintaining the structural integrity of the fibres. The process
eliminates extraneous substances, such as lignin, oils, and wax,
from the external layer of the fibre cell wall. The treatment process
leads to depolymerization of cellulose present in the fibre, thereby
enhancing the accessibility and exposure of the fibre surface. The
Fig. 3. Tensile Strength results of untreated fibre (blue), treated fibre (red) and matrix mo
this figure legend, the reader is referred to the web version of this article.)
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aforementioned alterations result in an improved interfacial bond-
ing between the fibre and matrix, thereby augmenting the
mechanical characteristics of the composite material [17]. The util-
isation of custard apple powder, which is obtained from the seeds
of the custard apple fruit, as a biodegradable filler material in the
epoxy matrix is a viable option. The incorporation of filler particles
into the matrix enhances the mechanical and thermal characteris-
tics of the composite material.

The incorporation of custard apple powder into the matrix
results in a reinforcement effect, leading to an improvement in
both strength and stiffness.

Moreover, it aids in diminishing the total expenditure on mate-
rials due to its cost-effectiveness and environmentally sustainable
nature as a filling alternative.

Optimisation of the filler particles’ size, shape, and concentra-
tion can be undertaken to attain the intended properties. The pre-
sent study investigates the synergistic effect on flexural strength.
The flexural strength properties of a composite material are
enhanced through a synergistic effect resulting from the incorpora-
tion of NaOH-treated kenaf fibres and custard apple powder filler
particles. The application of NaOH treatment enhances the inter-
face between the fibre and matrix, thereby facilitating superior
transfer of stress and distribution of load between the two compo-
nents [16].

The augmentation of surface roughness and the elimination of
impurities serve to improve the adhesion between the fibres and
the epoxy matrix.

Incorporating custard apple powder filler particles into the
matrix results in a reinforcement of the material, leading to an
enhancement in its strength and stiffness.

The enhancement of interfacial adhesion and overall composite
performance is attributed to the optimised concentration and dis-
persion of the filler particles. The flexural strength properties of
composites can be enhanced considerably by incorporating custard
apple powder filler particles into the epoxy matrix and subjecting
kenaf fibres to alkaline treatment using NaOH (Fig. 3). The afore-
mentioned methodology presents a sustainable and economical
resolution for augmenting the mechanical efficacy of composites
made of kenaf fibres and polymer.

5. Conclusions

� The application of NaOH treatment results in a notable
enhancement of the tensile properties of Kenaf fibres.

� The utilisation of sodium hydroxide (NaOH) for alkaline treat-
ment is a prevalent technique for natural fibres, such as Kenaf.
dified composite (green) specimens. (For interpretation of the references to colour in
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� The application of NaOH treatment results in an augmentation
of the surface roughness of Kenaf fibres.

� The alteration of the fibre surface morphology is a result of the
breakdown of hydrogen bonds caused by alkaline treatment
utilising NaOH.

� Enhanced interfacial adhesion between the matrix material and
Kenaf fibres can be achieved through an increase in surface
roughness.

� The flexural strength of kenaf fibre is significantly improved
through treatment with sodium hydroxide (NaOH).

� The application of NaOH induces surface-level chemical modifi-
cations in kenaf fibres, which entail the breakdown of lignin,
waxes, and oils that envelop the outer cell wall of the fibre.

� The process of treatment involves the disruption of hydrogen
bonds and depolymerization of cellulose, which leads to the
exposure of shorter crystallites within the fibre. This, in turn,
enhances the accessibility of the fibre for interaction with the
matrix material.

� The modification of the surface morphology of kenaf fibres has
been observed to improve the interfacial adhesion and bonding
with the matrix, specifically with epoxy resin.

� The enhancement in flexural strength can be attributed to the
efficient stress transmission facilitated by an improved fiber–
matrix interface during flexural loading.
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Abstract: Most of the research has evidenced that there is a strong natural correlation among the
chemical properties of molecular structures. This study analyses supramolecular chemistry and
investigates topological indices of supramolecular structures called triazine-based covalent-organic
frameworks. The use of degree-based topological indices on these chemical molecular structures
can aid material scientists in better understanding their chemical and biological properties, thus
compensating for the lack of chemical tests. This study aims to theoretically examine the triazine-
based covalent-organic frameworks (TriCF) utilizing degree-based topological indices, specifically
multiplicative topological indices and entropy measures. A detailed comparison of the computed
topological indices of the aforementioned chemical structures is described using graphical depiction.

Keywords: triazine-based covalent-organic frameworks; degree-based topological indices; entropy
measures; graph-theoretical approach

1. Introduction

Chemical graph theory integrates graph theory and chemistry in an area of mathemat-
ics. After obtaining insight into the physical features of chemical substances, graph theory
is employed mathematically to model them [1]. For centuries, graph theory and chemistry
have been interlinked and well connected. Various investigations in both disciplines have
created extraordinarily strong linkages between mathematics and chemistry, resulting in
the emergence of a scientific field known as chemical graph theory. The first instances of
chemical graphs are from the late eighteenth century, when Isaac Newton’s ideas influenced
chemistry’s perspectives. Even though research into atom interactions accelerated during
that century, chemical bonds were not discovered [1]. As a result, the initial application of
chemical graphs was to depict hypothetical forces between molecules and atoms [2].

In this study, we consider a triazine-based covalent organic polymer (TriCF) as a
chemical graph. The TriCF structure is one of the supermolecular families in the field
of supermolecular chemistry [3]. Supramolecular chemistry, or the “chemistry of molec-
ular assemblages and the intermolecular connection”, is one of the most popular and
rapidly growing disciplines of chemistry, emphasising going “above” molecular chem-
istry. It is the study of systems that comprise several molecular assemblies with the
goal of understanding their structure, function and attributes. Supramolecular chemistry
investigates molecular self-assembly, protein folding, molecular recognition, host-guest
chemistry, mechanically interlocked molecular architectures and dynamic covalent chem-
istry, among other phenomena. It is highly interdisciplinary in nature, attracting biologists,
environmental scientists, physicists, biochemists, theoreticians and crystallographers in
addition to chemists. Supramolecular chemistry’s potential to lead to modern technologies
has sparked recent research [3]. Supramolecular chemistry is still a young field that is
rapidly evolving thanks to contributions from the range of fields given above. Supramolec-
ular chemistry emerged at the turn of the century as a breakthrough approach to deal
with chemical substances and concepts, utilising capabilities beyond the bounds of single

Symmetry 2022, 14, 1590. https://doi.org/10.3390/sym14081590 https://www.mdpi.com/journal/symmetry

https://www.mdpi.com/article/10.3390/sym14081590?type=check_update&version=2


Symmetry 2022, 14, 1590 2 of 21

molecules. Supramolecular chemistry has already demonstrated the enormous potential
for designing intelligent molecules and gadgets. The next generation of advanced machines
is projected to be based on molecular electronics and photonics. This field has recently
focused on the development of molecular devices capable of sensing, photo switching,
separation, motion, and transport [3–5].

The triazines have a six-membered planar benzene-like ring with three nitrogens
replacing the carbons. The locations of the nitrogen atoms distinguish the three isomers
of triazine [6]. Two well-known triazine structures are melamine and cyanuric chloride.
Melamine, a white, odourless, crystalline, and nontoxic hetero-aromatic molecule, is a
chemical commodity used as a raw ingredient in a variety of everyday products that
must meet stringent durability and wear resistance standards [2,6]. Cyanuric chloride
(2,4,6-trichloro-1,3,5-triazine) is a versatile multifunctional reagent that has been widely
employed in bioconjugation as well as the production of insecticides, brighteners and
reactive dyes. Triazine-based covalent organic polymers (COPs) are a growing sub-class of
porous organic framework materials made from triazine or nitrile-containing precursors
by covalent bonding. The synthesis of triazine-based covalent-organic frameworks (see
Figure 1) using melamine and cyanuric chloride is discussed by Wen et al. [6]. TriCF
denotes the as-prepared covalent-organic frameworks. TriCF has a lamellar structure and
is extremely thermo-stable. It is a novel synthesized brand-new lubricant [6]. There are
currently no studies in the literature on the computation of topological indices of TriCF’s
structure. The results of this study could be applied to future triazine-based covalent
organic frameworks that are designed and manufactured [6].

Figure 1. TriCF Structure.

The topological index of a molecule structure is a numerical quantity that quanti-
fies the molecular structure and its branching pattern in a non-empirical way [7]. In this
juncture, the topological index can be thought of as a score function that converts each
chemical structure into a real number and then uses that number as a descriptor for the
molecule under investigation. For grasping the links between the molecular structure
and the prospective physicochemical features, chemical engineers use various well-known
indices. The topological indices may be used in drug design, molecular QSPR/QSAR
analysis, thermodynamics and other fields [4–8]. For instance, it has been demonstrated
that there is a strong association between the boiling points and heats of production of
specific classes of isomeric octanes and the atom bond connectivity index. Chemical com-
pounds, materials and pharmaceuticals are represented as (molecular) graphs in theoretical
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chemistry, with each vertex representing an atom of the molecule structure and each edge
implying covalent bonds between two atoms [8].

In an effort to describe the complexity of graphs, graph entropy was developed. Al-
though it was initially developed to illustrate the complexity of information transmission
and communication, it currently has numerous important applications in a variety of
scientific fields, including physical dissipative structures, biological systems, engineering
fields and others [8]. Graph entropies can be divided into two categories: deterministic and
probabilistic [7–10]. Since it is frequently used in a variety of fields, including communica-
tion and the characterisation of chemical structures, this work focuses on the probabilistic
category [9,11]. Statistical techniques are further divided into intrinsic and extrinsic groups.
In intrinsic measures, a graph is divided into parts with similar structural similarities,
and a probability distribution over those parts is discovered. For extrinsic measurements,
vertices or edges in the graph are given a probability function [11]. Applying an entropy
function to this probability distribution function yields the numerical value of probabilistic
measurements of graph complexity [7–13].

2. Preliminaries and Mathematical Terminologies

In this paper, we consider γ to be a connected graph. The vertex set and edge set
are denoted by the symbols |V(γ)| = P and |E(γ)| = Q, respectively. In order to create
multiplicative topological indices and degree-based entropy measurements for the TriCF
structure, the research uses edge-partition techniques.

The research shows various degree-based topological descriptors and multiplica-
tive degree-based topological descriptors, which can be seen in Table 1 [10–22] and
Table 2 [23–31], respectively.

Table 1. Degree-based topological indices.

Randić Index R(G) = ∑
uv∈E(G)

[
1√

dudv
]

Reciprocal Randić Index RR(G) = ∑
uv∈E(G)

[
√

dudv]

Reduced Reciprocal Randić Index RRR(G) = ∑
uv∈E(G)

[
√
(du − 1)(dv − 1)]

First Zagreb Index M1(G)= ∑
uv∈E(G)

[du + dv]

Second Zagreb Index M2(G) = ∑
uv∈E(G)

[du × dv]

Reduced Second Zagreb Index RM2(G) = ∑
uv∈E(G)

[(du − 1)(dv − 1)]

Hyper Zagreb Index HM(G) = ∑
uv∈E(G)

[du + dv]
2

Augmented Zagreb Index AZ(G) = ∑
uv∈E(G)

[
du × dv

du + dv − 2
]3

Harmonic Index H(G) = ∑
uv∈E(G)

[
2

du + dv
]

Sum Connectivity Index SC(G) = ∑
uv∈E(G)

1√
du + dv

Geometric Arithmetic Index GA(G) = ∑
uv∈E(G)

2
√

dudv

du + dv

Inverse Sum Index IS(G) = ∑
uv∈E(G)

dudv

du + dv

Albertson Index Alb(G)= ∑
uv∈E(G)

|u− v|
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Table 1. Cont.

Symmetric Division Index AZI(G) = ∑
uv∈E(G)

du
2 + dv

2

dudv

Atom Bond Connectivity Index ABC(G) = ∑
uv∈E(G)

√
du + dv − 2

dudv

Table 2. Multiplicative degree-based topological indices.

Randić Index R(G) = ∏
uv∈E(G)

[
1√

dudv
]

Reciprocal Randić Index RR(G) = ∏
uv∈E(G)

[
√

dudv]

Reduced Reciprocal Randić Index RRR(G) = ∏
uv∈E(G)

[
√
(du − 1)(dv − 1)]

First Zagreb Index M1(G)= ∏
uv∈E(G)

[du + dv]

Second Zagreb Index M2(G) = ∏
uv∈E(G)

[du × dv]

Reduced Second Zagreb Index RM2(G) = ∏
uv∈E(G)

[(du − 1)(dv − 1)]

Hyper Zagreb Index HM(G) = ∏
uv∈E(G)

[du + dv]
2

Augmented Zagreb Index AZ(G) = ∏
uv∈E(G)

[
du × dv

du + dv − 2
]3

Harmonic Index H(G) = ∏
uv∈E(G)

[
2

du + dv
]

Sum Connectivity Index SC(G) = ∏
uv∈E(G)

1√
du + dv

Geometric Arithmetic Index GA(G) = ∏
uv∈E(G)

2
√

dudv

du + dv

Inverse Sum Index IS(G) = ∏
uv∈E(G)

dudv

du + dv

Albertson Index Alb(G)= ∏
uv∈E(G)

|u− v|

Symmetric Division Index AZI(G) = ∏
uv∈E(G)

du
2 + dv

2

dudv

Atom Bond Connectivity Index ABC(G) = ∏
uv∈E(G)

√
du + dv − 2

dudv

3. Methodology

The computations in this study are carried out using graph theoretical technologies,
namely the edge partition method, and analytical methods. The molecular structures of
the TriCF are described using Chem Draw Ultra, and numerical results are visualized
using Origin.

4. Main Results

In this section, the authors present key findings of the study. A schematic of triazine-
based covalent-organic frameworks synthesis can be formed into any kind of structure,
such as a linear chain, parellelogram, hexagonal shape, etc. Linear chain triazine-based
covalent-organic frameworks, parellelogram triazine-based covalent-organic frameworks,
and hexagonal triazine-based covalent-organic frameworks are here denoted as TriCF(r),
TriCF(r,s), and TriCF(r), respectively. Figures 2–4 show the 2D structure of linear chain,
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parellogram, hexagonal TriCF structures respectively. Figure 5 shows the unit cell of TriCF
and explains the edge partition method. In this work, based on the growth of TriCF, the
authors categorized it into three kinds. In particular, γ1, γ2 and γ3 are linear chain TriCF
structures, parellelogram TriCF structures and hexagonal TriCF structures, respectively.

Figure 2. Linear chain TriCF structure.

Figure 3. Parellelogram TriCF structure.

Figure 4. Hexagonal TriCF structure.
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Figure 5. Edge partion of unit cell of TriCF structure.

• The total number of vertices and edges of γ1 is depicted as P = 33r + 15 and
Q = 36r + 18, respectively. In addition, the edge set has two edge partitions. The first
edge partition contains edges with the following values: 2r + 4; dg1(u)= 1,
dg1(v)= 3 and 34r + 14 edges make up the second edge partition, where
dg1(u)= 2, dg1(v)= 3.

• The total number of vertices and edges of γ2 is depicted as P = (13s + 20)r + 18s + 3
and Q = (18s + 18)r + 18s, respectively. In addition, the edge set has two edge
partitions. The first edge partition contains edges with the following values: 2r+ 2s+ 2;
dg2(u)= 1,dg2(v)= 3 and (18s + 16)r + 16s − 2 edges make up the second edge
partition, where dg2(u)= 2, dg2(v)= 3.

• The total number of vertices and edges of γ3 is depicted as P = 45r2 + 3r and
Q = 54r2, respectively. In addition, the edge set has two edge partitions. The first edge
partition contains edges with the following values: 6r ; dg3(u)= 1,dg3(v)= 3 and
54r2 − 6r edges make up the second edge partition, where dg3(u)= 2, dg3(v)= 3.

Table 3 below illustrates how the structure’s edges are divided.

Table 3. Edge partition of γ.

γ (1, 3) (2, 3) Q() P()

γ1 2r + 4 34r + 14 36r + 18 36r + 15

γ2 2r + (2s + 2) (18s + 16)r + 16s− 2 (18s + 18)r + 18s (13s + 20)r + 18s + 3

γ3 6r 54r2 − 6r 54r2 45r2 + 3r

4.1. Degree-Based Topological Indices of TriCF Structure

Theorem 1. Let γ1 be a linear chain TriCF structure with dimension r. Then,

1. R(γ1) =

√
3
(

17
√

2r + 7
√

2 + 2r + 4
)

3
.

2. RR(γ1) = 2
√

3
(

17
√

2 r + 7
√

2 + r + 2
)

.

3. RRR(γ1) =
√

2(34r + 14).
4. M1(γ1) = 178r + 86.
5. M2(γ1) = 210r + 96.
6. RM2(γ1) = 68r + 28.
7. HM(γ1) = 882r + 414.

8. AZ(γ1) =
1115r

4
+

251
2

.
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9. H(γ1) =
73r
5

+
38
5

.

10. SC(γ1) = r + 2 +

√
5(34r + 14)

5
.

11. GA(γ1) =
1
5

(
2
√

3
(

34
√

10r + 14
√

10 + 5r + 10
))

.

12. IS(γ1) =
423r
10

+
99
5

.

13. AZI(γ1) =
241r

3
+

131
3

.

14. Alb(γ1) = 38r + 22.

15. ABC(γ1) =
2
√

3r + 6
3

+
√

17r + 7.

Proof. Let γ1 be a linear chain TriCF structure with P() and Q() (see Table 3). We have
conducted edge partitions of γ1 based on the vertex degree, and the following results are
obtained by applying those edge partitions in the definitions of degre- based topological
indices (Table 1).

1. R(γ1) =
1√

1× 3
(2r + 4) +

1√
2× 3

(34r + 14)

=

√
3(2r + 4)

3
+

√
6(34r + 14)

6

=

√
3(17
√

2r + 7
√

2 + 2r + 4)
3

.

2. RR(γ1) =
√

1× 3(2r + 4) +
√

2× 3(34r + 14) = 2
√

3
(

17
√

2 r + 7
√

2 + r + 2
)

.

3. RRR(γ1) =
√

0(2r + 4) +
√

2(34r + 14)
=
√

2(34r + 14).
4. M1(γ1) = 4(2r + 4) + 5(34r + 14)

= 178r + 86.
5. M2(γ1) = 3(2r + 4) + (6)(34r + 14)

= 210r + 96.
6. RM2(γ1) = (0)(2)(2r + 4) + (1)(2)(34r + 14)

= 68r + 28.
7. HM(γ1) = (1 + 3)2(2r + 4) + (2 + 3)2(34r + 14)

= 882r + 414.

8. AZ(γ1) =

(
1× 3

(1 + 3− 2)

)3
(2r + 4) +

(
2× 3

(2 + 3− 2)

)3
(34r + 14)

=
1115r

4
+

251
2

.

9. H(γ1) =
2
4
(2r + 4) +

2
5
(34r + 14)

=
73r
5

+
38
5

.

10. SC(γ1) =
1√

1 + 3
(2r + 4) +

1√
2 + 3

(34r + 14)

= r + 2 +

√
5(34r + 14)

5
.

11. GA(γ1) = 2

(√
1× 3

1 + 3

)
(2r + 4) + 2

(√
2× 3

2 + 3

)
(34r + 14)

=
√

3(2r + 4) +
2
√

30(34r + 14)
5

=
2
√

3(34
√

10r + 14
√

10 + 5r + 10)
5

.
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12. IS(γ1) =
1× 3
1 + 3

(2r + 4) +
2× 3
2 + 3

(34r + 14)

=
423r
10

+
99
5

.

13. AZI(γ1) =

(
1 + 9
1× 3

)
(2r + 4) +

(
4 + 9
2× 3

)
(34r + 14)

=
241r

3
+

131
3

.

14. Alb(γ1) = 2(2r + 4) + 1(34r + 14)
= 38r + 22.

15. ABC(γ1) =

√
1 + 3− 2

1× 3
(2r + 4) +

√
2 + 3− 2

2× 3
(34r + 14))

=
2
√

3r + 6
3

+
√

17r + 7.

Theorem 2. Let γ2 be a parallelogram TriCF structure with dimensions r and s. Then, the
degree-based topological indices are:

1. R(γ2) =
((9s + 8)r + 8s− 1)

√
3
√

2
3

+

√
3(2r + 2s + 2)

3
.

2. RR(γ2) = ((18s + 16)r + 16s− 2)
√

3
√

2 + 2
√

3(r + s + 1).
3. RRR(γ2) =

√
2((18s + 16)r + 16s− 2).

4. M1(γ2) = (90s + 88)r + 88s− 2.
5. M2(γ2) = (108s + 102)r + 102s− 6.
6. RM2(γ2) = (36s + 32)r + 32s− 4.
7. HM(γ2) = (450s + 432)r + 432s− 18.

8. AZ(γ2) =
(576r + 539)s

4
+ 539r

4 −
37
4

.

9. H(γ2) =
(36s + 37)r

5
+

37s
5

+
1
5

.

10. SC(γ2) = r + s + 1 +

√
5((18s + 16)r + 16s− 2)

5
.

11. GA(γ2) =
((36s + 32)r + 32s− 4)

√
3
√

10
5

+ 2
√

3(r + s + 1)

12. IS(γ2) =
(216s + 207)r

10
+

207s
10
− 9

10
.

13. Alb(γ2) = (18s + 20)r + 20s + 2.

14. AZI(γ2) =
(117r + 124)s

3
+

124r
3

+ 7
3 .

15. ABC(γ2) =
2
√

3r + 3s + 3
3

+
√
(9s + 8)r + 8s− 1.

Proof. Let γ2 be a parallelogram TriCF structure with P() and Q() as taken from Table 3.
We have conducted edge partitions of γ2 based on the vertex degree, and the following
results are obtained by applying those edge partitions in the definitions of degree-based
topological indices (Table 1).

1. (γ2) =
1√

1× 3
(2r + 2s + 2) +

1√
2× 3

((18s + 16)r + 16s− 2)

=
√

3(2r+2s+2)
3 +

√
6((18s + 16)r + 16s− 2)

6

=
((9s + 8)r + 8s− 1)

√
3
√

2
3

+

√
3(2r + 2s + 2)

3
.

2. RR(γ2) =
√

1× 3(2r + 2s + 2) +
√

2× 3((18s + 16)r + 16s− 2)
=
√

3(2r + 2s + 2) +
√

6((18s + 16)r + 16s− 2)
= ((18s + 16)r + 16s− 2)

√
3
√

2 + 2
√

3(r + s + 1).
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3. RRR(γ2) =
√
(1− 1)(3− 1)(2r + 2s + 2) +

√
(2− 1)(3− 1)((18s + 16)r + 16s− 2)

=
√

2((18s + 16)r + 16s− 2).
4. M1(γ2) = (1 + 3)(2r + 2s + 2) + (2 + 3)((18s + 16)r + 16s− 2)

= 8r + 88s− 2 + 5(1s + 16)r
= (90s + 88)r + 88s− 2.

5. M2(γ2) = (1× 3)(2r + 2s + 2) + (2× 3)((18s + 16)r + 16s− 2)
= 6r + 102s− 6 + 6(18s + 16)r
= (108s + 102)r + 102s− 6.

6. RM2(γ2) = ((1− 1)(3− 1))(2r + 2s + 2) + ((2− 1)(3− 1))((18s + 16)r + 16s− 2)
= 2(18s + 16)r + 32s− 4
= (36s + 32)r + 32s− 4.

7. HM(γ2) = ((1 + 3)2)(2r + 2s + 2) + ((2 + 3)2)((18s + 16)r + 16s− 2)
= 32r + 432s− 18 + 25(18s + 16)r
= (450s + 432)r + 432s− 18.

8. AZ(γ2) =

(
1× 3

(1 + 3− 2)

)3
(2r + 2s + 2) +

(
2× 3

(2 + 3− 2)

)3
((18s + 16)r + 16s− 2)

=
27r
4

+
539s

4
− 37

4
+ 8(18s + 16)r

=
(576r + 539)s

4
+

539r
4
− 37

4
.

9. H(γ2) =

(
2

1 + 3

)
(2r + 2s + 2) +

(
2

2 + 3

)
((18s + 16)r + 16s− 2)

= r +
37s
5

+
1
5
+

2(18s + 16)r
5

=
(36s + 37)r

5
+

37s
5

+
1
5

.

10. SC(γ2) =
1√

1 + 3
(2r + 2s + 2) +

1√
2 + 3

((18s + 16)r + 16s− 2)

= r + s + 1 +

√
5((18s + 16)r + 16s− 2)

5
.

11. GA(γ2) = 2

(√
1× 3

1 + 3

)
(2r + 2s + 2) + 2

(√
2× 3

2 + 3

)
((18s + 16)r + 16s− 2)

=
√

3(2r + 2s + 2) + 2
√

30((18s+16)r+16s−2)
5

=
((36s + 32)r + 32s− 4)

√
3
√

10
5

+ 2
√

3(r + s + 1).

12. IS(γ2) =

(
1× 3
1 + 3

)
(2r + 2s + 2) +

(
2× 3
2 + 3

)
((18s + 16)r + 16s− 2)

=
3r
2
+

207s
10
− 9

10
+

6(18s + 16)r
5

=
(216s + 207)r

10
+

207s
10
− 9

10
.

13. Alb(γ2) = 2(2r + 2s + 2) + 1((18s + 16)r + 16s− 2)
= 4r + 2s + 2 + (18s + 16)r
= (18s + 20)r + 20s + 2.

14. AZI(γ2) =

(
1 + 9
1× 3

)
(2r + 2s + 2) +

(
4 + 9
2× 3

)
((18s + 16)r + 16s− 2)

=
20r
3

+
124s

3
+

7
3
+

13(18s + 16)r
6

=
(117r + 124)s

3
+

124r
3

+
7
3

.

15. ABC(γ2) =

√
1 + 3− 2

1× 3
(2r + 2s + 2) +

√
2 + 3− 2

2× 3
((18s + 16)r + 16s− 2)

=
2
√

3r + 3s + 3
3

+

√
(18s + 16)r

2
+ 8s− 1

=
2
√

3r + 3s + 3
3

+
√
(9s + 8)r + 8s− 1.
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Theorem 3. Let γ3 be a hexagonal TriCF structure with dimension r. Then,

1. R(γ3) =
√

3r(9
√

2r−
√

2 + 2).
2. RR(γ3) = 6

√
3r(9
√

2r−
√

2 + 1).
3. RRR(γ3) =

√
2(54r2 − 6r).

4. M1(γ3) = 270r2 − 6r.
5. M2(γ3) = 324r2 − 18r.
6. RM2(γ3) = 108r2 − 12r.
7. HM(γ3) = 1350r2 − 54r.

8. AZ(γ3) = −
111

4
r + 432r2.

9. H(γ3) =
3
5

r +
108

5
r2.

10. SC(γ3) = 3r +
√

5 (54r2 − 6r)
5

.

11. GA(γ3) =
6
√

3r(18
√

10r− 2
√

10 + 5)
5

.

12. IS(γ3) = −
27
10

r +
324

5
r2.

13. AZI(γ3) = 117r2 + 7r.
14. Alb(γ3) = 54r2 + 6r.
15. ABC(γ3) =

√
3
√

9r2 − r + 2
√

r.

Proof. Let γ3 be a hexagonal TriCF structure with P() and Q() as given in Table 3. We
have conducted edge partitions of γ3 based on the vertex degree, and the following results
are obtained by applying those edge partitions in the definitions of degree-based topological
indices (Table 1).

1. R(γ3) =
1√

1× 3
(6r) +

1√
2× 3

(54r2 − 6r)

= 2
√

3r +
√

6(54r2 − 6r)
6

=
√

3r(9
√

2r−
√

2 + 2).
2. RR(γ3) =

√
1× 3(6r) +

√
2× 3(54r2 − 6r)

= 6
√

3r +
√

6(54r2 − 6r)
= 6
√

3r(9
√

2r−
√

2 + 1).
3. RRR(γ3) =

√
(1− 1)(3− 1)(6r) +

√
(2− 1)(3− 1)(54r2 − 6r)

=
√

2(54r2 − 6r).
4. M1(γ3) = (1 + 3)(6r) + (2 + 3)(54r2 − 6r)

= 270r2 − 6r.
5. M2(γ3) = (1× 3)(6r) + (2× 3)(54r2 − 6r)

= 324r2 − 18r.
6. RM2(γ3) = ((1− 1)(3− 1))(6r) + ((2− 1)(3− 1))(54r2 − 6r)

= 108r2 − 12r.
7. HM(γ3) = ((1 + 3)2)(6r) + ((2 + 3)2)(54r2 − 6r)

= 1350r2 − 54r.

8. AZ(γ3) =

(
1× 3

1 + 3− 2

)3
(6r) +

(
2× 3

2 + 3− 2

)3
(54r2 − 6r)

= − 111
4 r + 432r2.

9. H(γ3) =
2

1 + 3
(6r) +

2
2 + 3

(54r2 − 6r)

=
3
5

r +
108

5
r2.
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10. SC(γ3) =
1√

1 + 3
(6r) +

1√
2 + 3

(54r2 − 6r)

= 3r +
√

5 (54r2 − 6r)
5

.

11. GA(γ3) = 2

(√
1× 3

1 + 3

)
(6r) + 2

(√
2× 3

2 + 3

)
(54r2 − 6r)

= 6
√

3r +
2
√

30(54r2 − 6r)
5

=
6
√

3r(18
√

10r− 2
√

10 + 5)
5

.

12. IS(γ3) =

(
1× 3
1 + 3

)
(6r) +

(
2× 3
2 + 3

)
(54r2 − 6r)

= −27
10

r +
324

5
r2.

13. AZI(γ3) =

(
1 + 9
1× 3

)
(6r) +

(
4 + 9
2× 3

)
(54r2 − 6r)

= 117r2 + 7r.
14. Alb(γ3) = 2(6r) + 1(54r2 − 6r)

= 54r2 + 6r.

15. ABC(γ3) =

√
1 + 3− 2

1× 3
(6r) +

√
2 + 3− 2

2× 3
(54r2 − 6r)

= 2
√

r +
√

27r2 − 3r
=
√

3
√

9r2 − r + 2
√

r.

4.2. Multiplicative Degree-Based Topological Indices of TriCF Structure

Theorem 4. Let γ1 be a linear chain TriCF structure with dimension r. Then, the degree-based
multiplicative indices are

1. R(γ1) =

(√
3

3

)2r+4(√
6

6

)34r+14

.

2. RR(γ1) =
(√

3
)2r+4(√

6
)34r+14

.

3. M1(γ1) = 4(2r+4) 5(34r+14).
4. M2(γ1) = 32r+4 634r+14.
5. HM(γ1) = 162r+4 2534r+14.

6. AZ(γ1) =

(
27
8

)2r+4
834r+14.

7. H(γ1) =

(
1
2

)2r+4(2
5

)34r+14
.

8. SC(γ1) =

(
1
2

)2r+4
(√

5
5

)34r+14

.

9. GA(γ1) =

(√
3

2

)2r+4(
2
√

6
5

)34r+14

.

10. IS(γ1) =

(
3
4

)2r+4(6
5

)34r+14
.

11. AZI(γ1) =

(
10
3

)2r+4(13
6

)34r+14
.

12. Alb(γ1) = 22r+4.

13. ABC(γ1) =

(√
6

3

)2r+4(√
2

2

)34r+14

.
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Proof. Let γ1 be a linear chain TriCF structure with vertices P() and Q() (see Table 3).
We have conducted edge partitions of γ1 based on the vertex degree, and the following
results are obtained by applying those edge partitions in the definitions of multiplicative
degree-based topological indices (Table 2).

1. R(γ1) =

(
1

1× 3

)(2r+4)( 1
2× 3

)(34r+14)

=

(√
3

3

)2r+4(√
6

6

)34r+14

.

2. RR(γ1) =
(√

1× 3
)(2r+4)(√

2× 3
)(34r+14)

=
(√

3
)2r+4(√

6
)34r+14

.

3. M1(γ1) = (1 + 3)(2r+4)(2 + 3)(34r+14) = 4(2r+4) 5(34r+14).

4. M2(γ1) = (1× 3)(2r+4)(2× 3)(34r+14) = 32r+4 634r+14.

5. HM(γ1) =
(
(1 + 3)2)(2r+4)(

(2 + 3)2)(34r+14)

= 162r+4 2534r+14.

6. AZ(γ1) =

((
1× 3

1 + 3− 2

)3
)(2r+4)((

2× 3
2 + 3− 2

)3
)(34r+14)

=

(
27
8

)2r+4
834r+14.

7. H(γ1) =

(
2

1 + 3

)(2r+4)( 2
2 + 3

)(34r+14)

=

(
1
2

)2r+4(2
5

)34r+14

8. SC(γ1) =

(
1√

1 + 3

)(2r+4)( 1√
2 + 3

)(34r+14)

=

(
1
2

)2r+4
(√

5
5

)34r+14

.

9. GA(γ1) =

(
2

(√
1× 3

1 + 3

))(2r+4)(
2

(√
2× 3

2 + 3

))(34r+14)

=

(√
3

2

)2r+4(
2
√

6
5

)34r+14

.

10. IS(γ1) =

(
1× 3
1 + 3

)(2r+4)(2× 3
2 + 3

)(34r+14)

=

(
3
4

)2r+4(6
5

)34r+14
.

11. AZI(γ1) =

(
1 + 9
1× 3

)(2r+4)(4 + 9
2× 3

)(34r+14)

=

(
10
3

)2r+4(13
6

)34r+14
.

12. Alb(γ1) = (2)(2r+4)(1)(34r+14) = 22r+4.

13. ABC(γ1) =

(√
1 + 3− 2

1× 3

)(2r+4)(√
2 + 3− 2

2× 3

)(34r+14)

=

(√
6

3

)2r+4(√
2

2

)34r+14

.



Symmetry 2022, 14, 1590 13 of 21

Theorem 5. Let γ2 be a parallelogram TriCF structure with dimensions r and s. Then, the
multiplicative degree-based topological indices are

1. R(γ2) =

(√
3

3

)2r+2s+2(√
6

6

)(18s+16)r+16s−2

.

2. RR(γ2) =
(√

3
)2r+2s+2(√

6
)(18s+16)r+16s−2

.

3. M1(γ2) = 42r+2s+2 5(18s+16)r+16s−2.
4. M2(γ2) = 32r+2s+2 6(18s+16)r+16s−2.
5. HM(γ2) = 162r+2s+2 25(18s+16)r+16s−2.

6. AZ(γ2) =

(
27
8

)2r+2s+2
8(18s+16)r+16s−2.

7. H(γ2) =

(
1
2

)2r+2s+2(2
5

)(18s+16)r+16s−2
.

8. SC(γ2) =

(
1
2

)2r+2s+2
(√

5
5

)(18s+16)r+16s−2

.

9. GA(γ2) =

(√
3

2

)2r+2s+2(
2
√

6
5

)(18s+16)r+16s−2

.

10. IS(γ2) =

(
3
4

)2r+2s+2(6
5

)(18s+16)r+16s−2
.

11. Alb(γ2) = 22r+2s+2.

12. AZI(γ2) =

(
10
3

)2r+2s+2(13
6

)(18s+16)r+16s−2
.

13. ABC(γ2) =

(√
6

3

)2r+2s+2(√
2

2

)(18s+16)r+16s−2
.

Proof. Let γ2 be a parallelogram TriCF structure with vertex and edge set P and Q,
respectively (Table 3). We have conducted edge partitions of γ2 based on the vertex degree
(Table 3), and the following results are obtained by applying those edge partitions in the
definitions of multiplicative degree-based topological indices (Table 2).

1. R(γ2) =

(
1√

1× 3

)(2r+2s+2)( 1√
2× 3

)(18s+16)r+16s−2

=

(√
3

3

)2r+2s+2(√
6

6

)(18s+16)r+16s−2

.

2. RR(γ2) =
(√

1× 3
)(2r+2s+2)(√

2× 3
)(18s+16)r+16s−2

=
(√

3
)2r+2s+2(√

6
)(18s+16)r+16s−2

.

3. M1(γ2) = (1 + 3)(2r+2s+2)(2 + 3)(18s+16)r+16s−2

= 42r+2s+2 5(18s+16)r+16s−2.
4. M2(γ2) = (1× 3)(2r+2s+2)(2× 3)(18s+16)r+16s−2

= 32r+2s+2 6(18s+16)r+16s−2.

5. HM(γ2) =
(
(1 + 3)2

)(2r+2s+2)(
(2 + 3)2

)(18s+16)r+16s−2

= 162r+2s+2 25(18s+16)r+16s−2

6. AZ(γ2) =

((
1× 3

(1 + 3− 2)

)3
)(2r+2s+2)((

2× 3
(2 + 3− 2)

)3
)(18s+16)r+16s−2

=

(
27
8

)2r+2s+2
8(18s+16)r+16s−2.
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7. H(γ2) =

(
2

1 + 3

)(2r+2s+2)( 2
2 + 3

)(18s+16)r+16s−2

=

(
1
2

)2r+2s+2(2
5

)(18s+16)r+16s−2
.

8. SC(γ2) =

(
1√

1 + 3

)(2r+2s+2)( 2√
2 + 3

)(18s+16)r+16s−2

=

(
1
2

)2r+2s+2
(√

5
5

)(18s+16)r+16s−2

.

9. GA(γ2) =

(
2

(√
1× 3

1 + 3

))(2r+2s+2)(
2

(√
2× 3

2 + 3

))(18s+16)r+16s−2

=

(√
3

2

)2r+2s+2(
2
√

6
5

)(18s+16)r+16s−2

.

10. IS(γ2) =

(
1× 3
1 + 3

)(2r+2s+2)(2× 3
2 + 3

)(18s+16)r+16s−2

=

(
3
4

)2r+2s+2(6
5

)(18s+16)r+16s−2
.

11. Alb(γ2) = (2)(2r+2s+2)(1)(18s+16)r+16s−2

= 22r+2s+2.

12. AZI(γ2) =

(
1 + 9
1× 3

)(2r+2s+2)(4 + 9
2× 3

)(18s+16)r+16s−2

=

(
10
3

)2r+2s+2(13
6

)(18s+16)r+16s−2
.

13. ABC(γ2) =

(√
(1 + 3− 2)
(1× 3)

)(2r+2s+2)(√
(2 + 3− 2)
(2× 3)

)(18s+16)r+16s−2

=

(√
6

3

)2r+2s+2(√
2

2

)(18s+16)r+16s−2
.

Theorem 6. Let γ3 be a hexagonal TriCF structure with dimension r. Then, the multiplicative
degree-based topological indices are

1. R(γ3) =

(√
3

3

)6r(√
6

6

)54r2−6r

.

2. RR(γ3) =
(√

3
)6r(√

6
)54r2−6r

.

3. M1(γ3) = 46r 554r2−6r.
4. M2(γ3) = 36r 654r2−6r.
5. HM(γ3) = 166r 2554r2−6r.

6. AZ(γ3) =

(
27
8

)6r
854r2−6r.

7. H(γ3) =

(
1
2

)6r(2
5

)54r2−6r
.

8. SC(γ3) =

(
1
2

)6r
(√

5
5

)54r2−6r

.
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9. GA(γ3) =

(√
3

2

)6r(
2
√

6
5

)54r2−6r

.

10. IS(γ3) =

(
3
4

)6r(6
5

)54r2−6r
.

11. AZI(γ3) = 2340r3 − 260r2.
12. Alb(γ3) = 26r.

13. ABC(γ3) =

(√
6

3

)6r(√
2

2

)54r2−6r

.

Proof. Let γ3 be a hexagonal TriCF structure. The cardinality of vertices P() and edges
Q() are given in Table 3. We have conducted edge partitions of γ3 based on the vertex
degree, and the following results are obtained by applying those edge partitions in the
definitions of multiplicative degree-based topological indices (Table 2).

1. R(γ3) =

(
1√

1× 3

)6r( 1√
1× 3

)54r2−6r

=

(√
3

3

)6r(√
6

6

)54r2−6r

.

2. RR(γ3) =
(√

1× 3
)6r(√

2× 3
)54r2−6r

=
(√

3
)6r(√

6
)54r2−6r

.

3. M1(γ3) = (1 + 3)6r(2 + 3)54r2−6r

= 46r 554r2−6r.
4. M2(γ3) = (1× 3)6r(2× 3)54r2−6r

= 36r 654r2−6r.

5. HM(γ3) =
(
(1 + 3)2

)6r(
(2 + 3)2

)54r2−6r

= 166r 2554r2−6r.

6. AZ(γ3) =

((
1× 3

1 + 3− 2

)3
)6r((

1× 3
1 + 3− 2

)3
)54r2−6r

=

(
27
8

)6r
854r2−6r.

7. H(γ3) =

(
2

1 + 3

)6r( 2
2 + 3

)54r2−6r

=
(

1
2

)6r( 2
5
)54r2−6r

.

8. SC(γ3) =

(
1√

1 + 3

)6r( 1√
2 + 3

)54r2−6r

=

(
1
2

)6r
(√

5
5

)54r2−6r

.

9. GA(γ3) =

(
2

(√
1× 3

1 + 3

))6r(
2

(√
2× 3

2 + 3

))54r2−6r

=

(√
3

2

)6r(
2
√

6
5

)54r2−6r

.

10. IS(γ3) =

(
1× 3
1 + 3

)6r(2× 3
2 + 3

)54r2−6r

=

(
3
4

)6r(6
5

)54r2−6r
.
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11. AZI(γ3) =

(
1 + 9√
1× 3

)6r( 4 + 9√
2× 3

)54r2−6r

=

(
10
3

)6r(13
6

)54r2−6r
.

12. Alb(γ3) = (2)6r(1)54r2−6r

= 26r.

13. ABC(γ3) =

(√
(1 + 3− 2)
(1× 3)

)6r(√
(2 + 3− 2)
(2× 3)

)54r2−6r

=

(√
6

3

)6r(√
2

2

)54r2−6r

.

4.3. Degree-Based Entropy Measures

This section explains how to calculate entropy values using Shannon’s method by
creating the probability function using degree-based topological indices. To calculate
probabilistic entropy, we utilised Shannon’s model because it is the most popular ap-
proach [7,11,13,31]. The entropy measured using that topological index X is given by

EX(γ) = log(X(γ))− 1
X(γ)

( ∑
uv∈E(γ)

f (e)log( f (e)))

By using the first Zagreb index to calculate the entropy value for the TriCF structure,
the calculation procedure is illustrated.

First Zagreb entropy for linear chain TriCF molecular graph,

EM1(γ1) = log(M1γ1)−
1

M1γ1
∑

uv∈Q()

(dg(u) +dg(v))log(dg(u) +dg(v))

= log(178r + 86)− 1
178r + 86

(((2r + 4)(1 + 3)log(1 + 3)) + (34r + 14)(2 + 3)log(2 + 3))

log(178r + 86)− 8(2r + 4) log(2) + 5(34r + 14) log(5)
178r + 86

After simplifying this, we obtain

EM1(γ1) =
(89r + 43) log(89r + 43) + (81r + 27) log(2) + (−85r− 35) log(5)

89r + 43
.

The general entropy expression of each TriCF chemical network would be too long to
provide as theorems. By using the above mentioned procedure, it is simple to construct
any degree-based entropies expression with regard to each topological index.

5. Numerical Computation

The numerical results of degree- based topological descriptors utilizing entopy mea-
sures generated for three different TriCF structures are shown in this section, with the
values of the variable r & s ranging from 1 to 10. For a graphical comparison of the com-
puted topological descriptors, these values were plotted using the Orgin 2020 b software.
Tables 4–6 summarize the results. Figure 5 shows this trend as three-dimensional graphical
repersentations. The difference between each topological index for a specific structure
can be seen in these 3D plots. The 3D plots can also be used to compare the behavior of
a given index for the three different structures that are being researched in this article.
The following tables and figures examine various entropies in numerical and graphical
forms for all the different structures of the TriCF molecular graph.



Symmetry 2022, 14, 1590 17 of 21

Table 4. Numerical values for degree-based entropies of linear chain TriCF structure.

r ER(γ1) ERR(γ1) EM1(γ1) EM2(γ1) EHM(γ1) EAZ(γ1) EH(γ1) ESC(γ1) EGA(γ1) EIS(γ1) EAZI(γ1) EAlb(γ1)

1 4.5044 5.6303 3.9868 3.9726 3.9812 3.9658 3.9862 3.9883 3.9866 3.9805 3.9776 3.9557
2 5.2513 6.1719 4.498 4.4866 4.4935 4.4812 4.4975 4.4993 4.4978 4.4929 4.4903 4.4718
3 5.7778 6.5215 4.8347 4.8244 4.8306 4.8196 4.8342 4.8358 4.8345 4.8301 4.8277 4.8107
4 6.1886 6.78 5.0861 5.0765 5.0823 5.072 5.0857 5.0871 5.0859 5.0818 5.0795 5.0634
5 6.527 6.9853 5.2868 5.2777 5.2832 5.2734 5.2864 5.2878 5.2867 5.2827 5.2805 5.265
6 6.8151 7.1555 5.4539 5.4451 5.4504 5.4409 5.4535 5.4549 5.4538 5.45 5.4478 5.4327
7 7.0662 7.301 5.5971 5.5884 5.5936 5.5844 5.5967 5.598 5.5969 5.5932 5.591 5.5763
8 7.2888 7.4279 5.7222 5.7138 5.7189 5.7098 5.7219 5.7232 5.7221 5.7185 5.7163 5.7018
9 7.4889 7.5406 5.8335 5.8252 5.8302 5.8212 5.8331 5.8344 5.8334 5.8298 5.8277 5.8134

10 7.6706 7.6418 5.9336 5.9254 5.9303 5.9215 5.9332 5.9345 5.9335 5.9299 5.9278 5.9137

Table 5. Numerical values for degree-based entropies of parallelogram TriCF structures.

(r, s) ER(γ2) ERR(γ2) EM1(γ2) EM2(γ2) EHM(γ2) EAZ(γ2) EH(γ2) ESC(γ2) EGA(γ2) EIS(γ2) EAZI(γ2) EAlb(γ2)

1 3.174 4.8518 5.5761 5.7236 7.167 6.002 3.1002 3.1974 4.7498 4.1288 4.8203 4.0944
2 4.1165 5.8451 6.5653 6.7262 8.1634 7.0083 4.0707 4.1733 5.7395 5.1257 5.7797 5.037
3 4.7315 6.479 7.1974 7.3639 8.7985 7.6474 4.695 4.7998 6.3718 5.7611 6.3991 5.649
4 5.1945 6.952 7.6695 7.8391 9.2722 8.1235 5.1625 5.2686 6.844 6.235 6.8638 6.1092
5 5.5676 7.3313 8.0482 8.2199 9.6519 8.5048 5.5381 5.6451 7.2227 6.6149 7.2375 6.48
6 5.8805 7.6486 8.365 8.5382 9.9696 8.8235 5.8528 5.9604 7.5396 6.9325 7.5508 6.7912
7 6.1504 7.9216 8.6376 8.812 10.2428 9.0975 6.1238 6.2319 7.8123 7.2059 7.8208 7.0596
8 6.3877 8.1613 8.8771 9.0523 10.4827 9.3381 6.362 6.4705 8.0517 7.4458 8.0582 7.2957
9 6.5996 8.3751 9.0907 9.2665 10.6967 9.5525 6.5745 6.6833 8.2653 7.6598 8.2701 7.5066

10 6.791 8.568 9.2834 9.4599 10.8897 9.746 6.7664 6.8754 8.4581 7.8529 8.4615 7.6971
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Table 6. Numerical values for degree-based entropies of hexagonal TriCF structures.

r ER(γ3) ERR(γ3) EM1(γ3) EM2(γ3) EHM(γ3) EAZ(γ3) EH(γ3) ESC(γ3) EGA(γ3) EIS(γ3) EAZI(γ3) EAlb(γ3)

1 3.9819 3.984 3.9868 3.9726 3.9812 3.9658 3.9862 3.9883 3.9866 3.9805 3.9776 3.9557
2 5.3714 5.3727 5.3741 5.3669 5.3713 5.3635 5.3738 5.3749 5.374 5.3709 5.369 5.3564
3 6.1836 6.1845 6.1854 6.1806 6.1835 6.1783 6.1852 6.186 6.1854 6.1833 6.1819 6.1731
4 6.7596 6.7603 6.761 6.7573 6.7595 6.7557 6.7608 6.7614 6.7609 6.7593 6.7583 6.7515
5 7.2062 7.2068 7.2074 7.2045 7.2062 7.2031 7.2072 7.2077 7.2073 7.2061 7.2052 7.1997
6 7.5711 7.5716 7.5721 7.5697 7.5711 7.5686 7.572 7.5724 7.5721 7.571 7.5703 7.5656
7 7.8796 7.8801 7.8805 7.8784 7.8796 7.8774 7.8804 7.8807 7.8804 7.8795 7.8789 7.8749
8 7.8796 8.1472 8.1476 8.1457 8.1468 8.1449 8.1475 8.1478 8.1475 8.1467 8.1462 8.1427
9 8.3825 8.3828 8.1476 8.3815 8.3825 8.3808 8.3831 8.3834 8.3831 8.3824 8.3819 8.3788

10 8.5933 8.5936 8.5939 8.5925 8.5933 8.5918 8.5938 8.5941 8.5939 8.5933 8.5928 8.59
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6. Conclusions

In this study, degree-based topological indices have been computed using the mul-
tiplicative and entropy measures. These indices allow chemists to predict a variety of
molecular compound qualities without the need for costly or time-consuming tests. For in-
stance, from Figure 6, reverse Randić has a greater impact on the initial structure than
other indices if we analyse the entropy measures. As a result, the computed results may
be extremely important in forecasting TriCF system features. This is a novel synthesized
lubricant, and so far, no physicochemical properties have been experimentally studied.
Therefore, this current study will help the researchers to make further progress. We have
also computed the topological indices for this TriCF structure for future utilization. This
paper also includes a graphical depiction and a numerical comparison of the computed
results, which is helpful for both theoretical chemists and professionals in the field.

(a) Entropy of γ1.

(b) Entropy of γ2.

Figure 6. Cont.
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(c) Entropy of γ3.

Figure 6. Comparison of entropy measures for TriCF structures.
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19. Randić, M. Characterization of Molecular Branching. J. Am. Chem. Soc. 1975, 97, 6609–6615. [CrossRef]
20. Schultz, H.P. Topological Organic Chemistry. 1. Graph Theory and Topological Indices of Alkanes. J. Chem. Inf. Model. 1989, 29,

227–228. [CrossRef]
21. Kazemi, R. Entropy of Weighted Graphs with the Degree-Based Topological Indices as Weights. MATCH Commun. MATCH

Commun. Math. Comput. Chem 2016, 76, 69–80.
22. Ahmad, A.; Elahi, K.; Hasni, R.; Nadeem, M.F. Computing the Degree Based Topological Indices of Line Graph of Benzene Ring

Embedded in P-Type-Surface in 2D Network. J. Inf. Optimiz. Sci. 2019, 40, 1511–1528. [CrossRef]
23. Wang, S.; Wei, B. Multiplicative Zagreb Indices of K-Trees. Discret. Appl. Math. 2015, 180, 168–175. [CrossRef]
24. Kulli, V.R. Multiplicative Hyper-Zagreb Indices and Coindices of Graphs: Computing These Indices of Some Nanostructures. Int.

Res. J. Pure Algebra 2016, 6, 342–347.
25. Kulli, V.R.; Stone, B.; Wang, S.; Wei, B. Generalised Multiplicative Indices of Polycyclic Aromatic Hydrocarbons and Benzenoid

Systems. Z. Naturforsch. A 2017, 72, 573–576. [CrossRef]
26. Kwun, Y. C.; Virk, A. R.; Nazeer, W.; Rehman, M. A.; Kang, S. M. On the Multiplicative Degree- Based Topological Indices of

Silicon-Carbon Si2C3-I [p,q] and Si2C3-II. Symmetry 2018, 10, 320–330. [CrossRef]
27. Bhanumathi, M.; Rani, K.E.J. On Multiplicative Sum Connectivity Index, Multiplicative Randic Index and Multiplicative Harmonic

Index of Some Nanostar Dendrimers. Int. J. Eng. Sci. Adv. Comput. Bio-Technol. 2018, 9, 52–67. [CrossRef]
28. Mahboob, A.; Mahboob, S.; Jaradat, M. M. M.; Nigar, N.; Siddique, I. On Some Properties of Multiplicative Topological Indices

in Silicon-Carbon. J. Math. 2021, 2021, 1–10. [CrossRef]
29. Kulli, R. Multiplicative Connectivity Indices of TUC4C8. J. Math. Comput. Sci. 2016, 7, 599–605.
30. Guangyu, L.; Hussain, S.; Khalid, A.; Ishtiaq, M.; Siddiqui, M.K.; Cancan, M.; Imran, M. Topological Study of Carbon Nanotube

and Polycyclic Aromatic Nanostar Molecular Structures. Polycycl. Aromat. Compd. 2021, 1–21. [CrossRef]
31. Hussain, Z.; Ijaz, N.; Tahir, W.; Butt, M.T.; Talib, S. Calculating Degree Based Multiplicative Topological Indices of Alcohol. SSRN

Electron. J. 2018. [CrossRef]



Citation: Vijay, J.S.; Roy, S.; Beromeo,

B.C.; Husin, M.N.; Augustine, T.;

Gobithaasan, R.U.; Easuraja, M.

Topological Properties and Entropy

Calculations of Aluminophosphates.

Mathematics 2023, 11, 2443. https://

doi.org/10.3390/math11112443

Academic Editor: Hilal Ahmad

Received: 21 April 2023

Revised: 17 May 2023

Accepted: 18 May 2023

Published: 25 May 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Topological Properties and Entropy Calculations
of Aluminophosphates
Jeyaraj Sahaya Vijay 1 , Santiago Roy 1,* , Bheeter Charles Beromeo 1 , Mohamad Nazri Husin 2,* ,
Tony Augustine 1 , R.U. Gobithaasan 2 and Michael Easuraja 3

1 School of Advanced Sciences, Vellore Institute of Technology, Vellore 632 014, India;
sahayavijay.j@vit.ac.in (J.S.V.); charlesbheeter@vit.ac.in (B.C.B.); tony.augustine@vit.ac.in (T.A.)

2 Special Interest Group on Modelling and Data Analytics (SIGMDA), Faculty of Ocean Engineering Technology
and Informatics, Universiti Malaysia Terengganu, Kuala Nerus 21030, Terengganu, Malaysia; gr@umt.edu.my

3 Department of Chemistry, Arul Anandar College, Karumathur 625 514, India; easuraja@aactni.edu.in
* Correspondence: roy.santiago@vit.ac.in (S.R.); nazri.husin@umt.edu.my (M.N.H.)

Abstract: Topological indices are invariant numerical quantities of a graph that give facts about
the structure of graphs and are found to be very helpful in predicting the physical properties of
aluminophosphates. The characteristics of aluminophosphates are similar to the characteristics of
zeolites. Two examples of current applications are natural gas dehydration and humidity sensors.
Researchers in chemistry and materials science are synthesizing new frameworks. There are many
layers and holes in these substances. The technique used to predict natural behaviors among the
physicochemical characteristics of chemical molecules in their basic network is known as topological
indices. This study explains the vertex version of distance-based topological indices, the entropy of
topological indices and their numerical analysis.

Keywords: aluminophosphates; vertex-based molecular descriptors; cut method; Shannon’s method;
correlation coefficient

MSC: 05C09; 05C92; 92E10

1. Introduction

Aluminophosphate is an essential crystalline microporous material. Due to its well-
defined pore structures and high porosities, it has high permeability and selectivity [1,2].
It is available at low prices and provides synthesis and accessibility for various applica-
tions. Especially in catalyst preparation, it is used to improve catalyst efficiency and, in
process development, to recognize the reaction mechanism [3]. To introduce a particular
characteristic, appropriate metals in the periodic table can incorporate aluminophosphates
due to their outstanding pore attributes and hydrophilic nature [4]. Accordingly, among
solid catalysts, silico aluminophosphate has a worldwide market of billions of USD per
annum [5,6]. Moreover, because of water adsorption properties, potential aluminophos-
phates are available with a superior pore volume greater than 14% in contrast to zeolite
frameworks. Therefore, studying their core structure in a thorough conceptual banner is
becoming essential to increase aluminophosphates’ porosity, efficiency and stability for
enhanced applications.

Such aluminophosphate materials can be structurally represented using molecular
graphs, in which the vertices stand for atoms and the edges stand for chemical bonds.
To extract topological information from such graphs, one can utilize theoretical graph
quantifiers, which in turn give valuable functions that have perfect linear relationships
with various properties of such materials through graph invariants or, more commonly,
structure descriptors.
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Quantitative structure–activity relationships (QSAR) and quantitative structure–property
relationships (QSPR) can be supported by topological indices, which are among the struc-
tural descriptors that provide numerical functions of the structure of a molecule. The
derived variables can be used to calculate the chemical and biological properties of the
materials. The complex systems of such materials that are difficult to define due to their
complexity can be viewed as an objective numerical variable that characterizes them. The
numerical variable that describes the networks of these structural applications is called
the topological index of a molecular structure. One of the most significant and efficient
structural descriptors in the field of advanced materials is the fact that the mathematical
functions that can be generated using various graph theoretical approaches can be used to
predict the properties of these materials. They are often an addition to quantum chemistry
calculations that need a good deal of computing [7–22]. A wide range of indices can be
used in research to understand the relationships between structure and properties.

It should be mentioned that very little progress has been made in the inclusion of
topological descriptors that are based purely on the connectivity to chemistry-specific
characteristics, such as various indicators [23–35], especially for very heavy atoms in such
materials for which relativistic impacts are essential.

In a well-known 1948 study [36], the author first introduced the idea of entropy,
declaring that the entropy of a probability distribution is known as a measure of un-
predictability. Entropy was used to assess the structural details of graphs and chemical
networks. Rachhevsky et al. introduced in 1955 the idea of graph entropy based on cat-
egorizing vertex orbits [37]. In many disciplines, there has been an increase in the use
of graph entropy. Information theory was used in biology and chemistry after initial lin-
guistics and electrical engineering applications. Spontaneous communication is one of
the essential innovations [38–43]. Network structural information content was calculated
using Shannon’s entropy formula [36] in light of this realization. This technique was used
to examine living systems using graphs. Graphs are used to investigate biological and
chemical networks [44].

This paper studies a set of weighted topological descriptors for chemical molecules.
We also investigated how the perfect linear relationship in QSPR and QSAR models can
be improved by assigning optimal weights to the vertices of the structure to obtain a
realistic topology. Models that include structural instabilities and other quantum chemistry-
derived features that control the overall structural stability of chemical substances have
also been explored.

2. Computational Theoretical Technique

A graph G = (V(G), E(G)), where V(G) is the set of all the vertices of G and E(G) is
the set of all the edges of G. The cardinality of V(G) and E(G) is denoted by |V(G)| = M
and |E(G)| = N, respectively. The number of edges incident to u is represented by the
degree of a vertex u. It is denoted as dG(u). The length of the shortest uv-path is called
the distance dG(u, v) between two vertices u, v ∈ V(G). We used d(v) and d(u, v) for dG(v)
and dG(u, v), respectively, in this study.

To count the vertices and evaluate which quantity is closest to the end vertices of
e = uv, we must first recall the two numbers based on vertices and edge distance functions.

• nu(e) = |t ∈ V(G) : d(u, t) < d(v, t)|
• nv(e) = |t ∈ V(G) : d(v, t) < d(u, t)|

Further, we list the distance-based and bond additive topological indices in Table 1
derived from the below-mentioned quantitative metrics, such as distance and closeness.
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Table 1. Vertex version of distance-based molecular descriptors.

Molecular Descriptors Mathematical Formula

Wiener Index [16]
WIv(G) = ∑

{u,v}⊆V(G)

d(u, v)

Vertex–Szeged Index [9]
Szv(G) = ∑

e=uv∈E(G)

nu(e)nv(e)

Vertex–Padmakar–Ivan Index [11]
PIv(G) = ∑

e=uv∈E(G)

nu(e) + nv(e)

Vertex–Mostar Index [45] Mov(G) = ∑
e=uv∈E(G)

|nu(e)− nv(e)|

With Matlab programming, the provided distance-based and bond additive topological
indices could be successfully calculated based on the Djoković–Winkler relationship by
finding the equivalence classes of graph structures. For any two edges e1 = ab ∈ E(G)
and e2 = cd ∈ E(G), if dG(a, c) + dG(b, d) 6= dG(a, d) + dG(b, c) then e1Θe2 is called a
Djković–Winkler relation Θ [46,47]; these play a key role in our analytical computation.
The graph G that may be isometrically embedded into a hypercube is called a partial cube.
Bipartite graphs with transitive Djoković–Winkler relation Θ or cut method [48] can be used
to describe partial cubes [47]. Let Θ∗-class be the transitive closure of the Djoković–Winkler
relation Θ.

The relation Θ is also transitive and hence an equivalence relation if molecular graph
G is a partial cube [49]. Let K be a partial cube with its Θ-classes F (K) = {F1, F2, ..., Fr}.
Let TI ∈ {WIv, WIe, Wve, Szv, Sze, Szve, PIv, S, Gut, Mo, Moe, Mot, w+Mo, w+Moe, w+Mot,

w∗Mo, w∗Moe.w∗Mot}, Then TI(K) =
k

∑
i=1

(TI(K/Fi)) [49].

In this article, we use the following methods to compute distance-based molecular
descriptors (see Table 1): [8,49,50]

1. WIv(G/Fi) = n1(Fi)n2(Fi)
2. Szv(G/Fi) = |Fi|(n1(Fi)n2(Fi))
3. PIv(G/Fi) = |Fi|(n1(Fi) + n2(Fi))
4. Mov(G/Fi) = |Fi||n1(Fi)− n2(Fi)|

3. Results and Discussion

This study discusses aluminophosphate-based molecular sieve structures and their
perfect linear relationships with molecular descriptors. The high selectivity, more significant
adsorption velocity, higher strength and increased anti-pollution ability produced by the
shape and structural optimization increase the consumption effects of the molecular sieve.

Being the first extra-large-pore crystalline material ever made, the extra-large VPI-5,
AIPO molecular sieve with 18-ring channels was discovered. The chain-building units
used to build VPI-5 and AIPO-H2 contain octahedral Al atoms (coordinated with four
framework oxygens and two water molecules). The modest number of extra-large-pore
microporous materials with 16-ring channels is very noteworthy. The synthesis of ITQ-51,
a previously unreported extra-large-pore silico aluminophosphate (SAPO) with 16 ring
openings, using the bulky aromatic proton sponge DMAN as an OSDA, is presented by
Martinez-Franco et al. [51].

The pore openings of aluminophosphate-based molecular sieve structures T12MR
(see Figure 1a), T16MR (see Figure 1b) and VPI-5 (see Figure 1c) [51] seem like n mesh. The
layer is placed in an n, l, k-dimensional mesh known as a molecular sieve hexagonal mesh
mSHL(n, l, k). This layer can be easily stretched to several layers, as shown in Figure 2, and
is denoted G, where G is considered a molecular sieve hexagonal mesh mSHL(n, l, k) in
this study.
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(a) T12MR (b) T16MR (c) VPI-5

Figure 1. Aluminophosphate-based molecular sieve structures.

Figure 2. Aluminophosphate-based molecular sieve structure growth mSHL(n, l, k).

3.1. Vertex Distance-Based Topological Indices

In this section, we present an analytical computation of some vertex versions of
distance-based topological descriptors for molecular sieve hexagonal mesh mSHL(n, l, k).
We used Matlab version 2019 software for analytical computation and also used Flash 8 to
construct molecular structure in this study.
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Theorem 1. Let G be a molecular sieve hexagonal mesh mSHL(n, l, k). Then

Wv(G) =
2n
45

(246k3n4 − 270k3n3 + 100k3n2 − 15k3n − k3 + 1476k2ln4 − 1230k2ln3 +

240k2ln2 + 60k2ln − 6k2l + 2754k2n4 − 1260k2n3 − 90k2n2 + 90k2n − 9k2 + 2952kl2n4 −
2265kl2n3 + 150kl2n2 + 285kl2n − 42kl2 + 11016kln4 − 3870kln3 − 1620kln2 + 450kln +
144kl + 9882kn4 + 1845kn3 − 1630kn2 − 345kn + 88k + 1968l3n4 − 1770l3n3 + 440l3n2 +
30l3n − 8l3 + 11, 016l2n4 − 4455l2n3 − 990l2n2 + 405l2n + 54l2 + 19764ln4 + 3690ln3 −
3260ln2 − 690ln + 176l + 11502n4 + 9585n3 + 1800n2 − 270n− 72)

Szv(G) =
n

60(−1)k (174(−1)kk− 195(−1)knn− 45(−1)3n(−1)k + 348(−1)kl + 2070(−1)kn

− 810(−1)knn2 − 1215(−1)knn3 + 402(−1)k − 30(−1)kk2 + 10(−1)kk3 − 204(−1)kl2 −
76(−1)kl3 − 45(−1)k(−1)n + 9120(−1)kn2 + 29, 700(−1)kn3 + 81648(−1)kn4

+ 87480(−1)kn5 − 288(−1)kkl + 360(−1)kkn + 100(−1)kln − 45(−1)3n(−1)kk2

+ 15(−1)3n(−1)kk3 − 90(−1)3n(−1)kl2 + 30(−1)3n(−1)kl3 + 270(−1)3n(−1)kn2

+ 2025(−1)3n(−1)kn3 + 195(−1)kn(−1)kn + 810(−1)knkn2 − 45(−1)knk2n
+ 405(−1)knkn3 − 45(−1)knk3n − 60(−1)knl2n − 1620(−1)knln3 − 240(−1)kkl2

− 96(−1)kk2l + 45(−1)k(−1)nk − 2760(−1)kkn2 + 120(−1)kk2n − 5870(−1)kkn3

+ 120(−1)kk3n + 22476(−1)kkn4 + 10(−1)kk4n + 87480(−1)kkn5 + 90(−1)k(−1)nl
− 7520(−1)kln2 + 3240(−1)kl2n − 10120(−1)kln3 + 120(−1)kl3n + 54672(−1)kln4

+ 174960(−1)kln5 − 180(−1)k(−1)nn + 810(−1)kn(−1)kn2 + 1215(−1)kn(−1)kn3

+ 90(−1)knk2n2 + 675(−1)knk2n3 − 90(−1)knk3n2 + 135(−1)knk3n3 + 360(−1)knl2n2

− 540(−1)knl2n3 + 45(−1)3n(−1)kk− 45(−1)k(−1)nk2− 440(−1)kk2n2 + 15(−1)k(−1)nk3

+ 950(−1)kk2n3 − 520(−1)kk3n2 − 8060(−1)kk2n4 − 10(−1)kk3n3 + 160(−1)kk4n2

+ 29160(−1)kk2n5 − 540(−1)kk3n4 − 630(−1)kk4n3 + 3240(−1)kk3n5 + 540(−1)kk4n4

+ 90(−1)3n(−1)kl− 90(−1)k(−1)nl2 + 440(−1)kl2n2 + 30(−1)k(−1)nl3− 8940(−1)kl2n3 +
200(−1)kl3n2 − 36896(−1)kl2n4 + 7380(−1)kl3n3 + 116640(−1)kl2n5 − 24704(−1)kl3n4 +
25920(−1)kl3n5 − 180(−1)3n(−1)kn + 270(−1)k(−1)nn2 + 2025(−1)k(−1)nn3

+ 285(−1)knkn + 180(−1)knln + 80(−1)kkl2n2 − 1480(−1)kk2ln2 − 120(−1)kk2l2n
+ 11720(−1)kkl2n3 + 4700(−1)kk2ln3 + 960(−1)kk3ln2 − 38000(−1)kkl2n4

− 13904(−1)kk2ln4 − 2520(−1)kk3ln3 + 38880(−1)kkl2n5 + 19440(−1)kk2ln5

+ 2160(−1)kk3ln4 − 180(−1)3n(−1)kkn − 1170(−1)k(−1)nkn2 + 30(−1)k(−1)nk2n
+ 675(−1)k(−1)nkn3 − 60(−1)k(−1)nk3n − 360(−1)3n(−1)kln − 2340(−1)k(−1)nln2

+ 570(−1)k(−1)nl2n + 1350(−1)k(−1)nln3 − 330(−1)k(−1)nl3n − 240(−1)knkln
− 90(−1)kn(−1)kk2n2− 675(−1)kn(−1)kk2n3 + 90(−1)kn(−1)kk3n2− 135(−1)kn(−1)kk3n3

− 360(−1)kn(−1)kl2n2 + 540(−1)kn(−1)kl2n3 + 3680(−1)kkln + 960(−1)kk2l2n2

− 2520(−1)kk2l2n3 + 2160(−1)kk2l2n4 − 1170(−1)3n(−1)kkn2 + 30(−1)3n(−1)kk2n +
675(−1)3n(−1)kkn3 − 60(−1)3n(−1)kk3n − 150(−1)k(−1)nk2n2 − 225(−1)k(−1)nk2n3 +
90(−1)k(−1)nk3n2 − 75(−1)k(−1)nk3n3 − 2340(−1)3n(−1)kln2 + 570(−1)3n(−1)kl2n +
1350(−1)3n(−1)kln3 − 330(−1)3n(−1)kl3n− 240(−1)k(−1)nl2n2 − 900(−1)k(−1)nl2n3 +
960(−1)k(−1)nl3n2 − 600(−1)k(−1)nl3n3 − 285(−1)kn(−1)kkn − 180(−1)kn(−1)kln +
360(−1)knkln2 + 60(−1)knkl2n + 60(−1)knk2ln + 1080(−1)knkln3 + 800(−1)kkln2 +
520(−1)kkl2n + 700(−1)kk2ln − 8720(−1)kkln3 − 120(−1)kk3ln − 41552(−1)kkln4 +
116640(−1)kkln5 − 180(−1)k(−1)nkn − 360(−1)k(−1)nln − 150(−1)3n(−1)kk2n2 −
225(−1)3n(−1)kk2n3 + 90(−1)3n(−1)kk3n2− 75(−1)3n(−1)kk3n3− 240(−1)3n(−1)kl2n2−
900(−1)3n(−1)kl2n3 + 960(−1)3n(−1)kl3n2− 600(−1)3n(−1)kl3n3− 810(−1)kn(−1)kkn2 +
45(−1)kn(−1)kk2n − 405(−1)kn(−1)kkn3 + 45(−1)kn(−1)kk3n + 60(−1)kn(−1)kl2n −
360(−1)knkl2n2 + 1620(−1)kn(−1)kln3 − 360(−1)knk2ln2 + 540(−1)knkl2n3 +
540(−1)knk2ln3 + 240(−1)kn(−1)kkln + 1020(−1)k(−1)nkln + 1680(−1)3n(−1)kkl2n2 +
780(−1)3n(−1)kk2ln2 − 900(−1)3n(−1)kkl2n3 − 450(−1)3n(−1)kk2ln3 −
360(−1)kn(−1)kkln2− 60(−1)kn(−1)kkl2n− 60(−1)kn(−1)kk2ln− 1080(−1)kn(−1)kkln3 +
1020(−1)3n(−1)kkln + 120(−1)k(−1)nkln2 − 300(−1)k(−1)nkl2n− 210(−1)k(−1)nk2ln−
900(−1)k(−1)nkln3 + 360(−1)kn(−1)kkl2n2 + 360(−1)kn(−1)kk2ln2 −
540(−1)kn(−1)kkl2n3 − 540(−1)kn(−1)kk2ln3 + 120(−1)3n(−1)kkln2 −
300(−1)3n(−1)kkl2n − 210(−1)3n(−1)kk2ln − 900(−1)3n(−1)kkln3 +
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1680(−1)k(−1)nkl2n2 + 780(−1)k(−1)nk2ln2 − 900(−1)k(−1)nkl2n3 −
450(−1)k(−1)nk2ln3)

PIv(G) =
n

2(−1)k (9n − 2l − k + 3kn + 6ln + 3)(3(−1)3n(−1)k + (−1)knk − 4(−1)kl

+ 12(−1)kn− (−1)kn + (−1)kn(−1)k + 6(−1)k− 2(−1)kk2 + 3(−1)k(−1)n + 108(−1)kn2−
16(−1)kkn − 24(−1)kln − (−1)kn(−1)kk − (−1)k(−1)nk + 36(−1)kkn2 + 4(−1)kk2n −
2(−1)k(−1)nl + 72(−1)kln2 − (−1)3n(−1)kk− 2(−1)3n(−1)kl)

Mov(G) =
1
2
(2k2n− 4kn− 8ln− k2− 2l2− 2(−1)nk− 80kn2− 72kn3 + 324kn4− 4(−1)nl−

160ln2 + 12l2n − 144ln3 + 648ln4 + 24(−1)nn + 3(−1)n + 12n2 + 84n3 + 486n4

+ 2k+(−1)nk2− 32k2n2− 4k2n3 + 54k2n4 + 4l− 8(−1)ln2 + 2(−1)nl2 + 16(−1)ln3− 84l2n2

− 88l2n3 + 216l2n4 − 36n + 36(−1)nn2 − 40kln2 − 160kln3 + 216kln4 − 4(−1)nkn −
8(−1)nln− 4(−1)nl2n+ 16kln− 16(−1)lk2n2 + 32(−1)lk2n3 + 2k2n− 4(−1)nk2n2 + 8l2n−
16(−1)nl2n2 − 8(−1)nkln + 8kln− 16(−1)nkln2)− 3).

Proof. Let G be a molecular sieve hexagonal mesh mSHL(n, l, k). Here the total number of
vertices of G is denoted M = 6n− 2kn− 4ln + 6kn2 + 12ln2 + 18n2 and the total number
of edges of G is denoted N = n2(9k + 27)− l(−18n2 + 6n)− n(3k− 3). The graph G that
may be isometrically embedded into a hypercube is called a partial cube. Bipartite graphs
with transitive Djoković–Winkler relation Θ or cut method can be used to describe partial
cubes. Let Θ∗-class be the transitive closure of the Djoković–Winkler relation Θ.

Throughout this paper, we discussed two types of Θ∗-classes Fmi and F∗mi on G, where
1 ≤ m ≤ 3 are depicted in Figure 3. We show different directions of Θ∗-classes Dd(Th) on
mSHL(2, 1, 1) in Figure 4. By applying Dd(Th) on G, G is converted to quotient graphs Q,
which is a complete bipartite graph K2 (see Figure 5). Let ajbj ∈ K2 and let h(i) denotes the
number of cut edges in G. To complete the analytical computation by using all mentioned
Θ∗-classes (see Figure 4), we now divide the Θ∗-classes of G into two cases.

Figure 3. Two types of Θ∗-class Ff i and F∗f i.
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(a) F1i (b) F∗1i

(c) F2i (d) F∗2i

(e) F3i (f) F∗3i

Figure 4. Different directions of Θ∗-classes.
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Figure 5. Quotient graph Q.

Case (i): Fmi on G; {Fmi|1 ≤ m ≤ 3}, {Fmi|1 ≤ i ≤ n− 1}, {Fmi|n ≤ i ≤ 3n}.
For 1 ≤ j ≤ 4, 1 ≤ i ≤ 4, the vertex-weighted aj, bj and the strength-weighted h(i)

values on vertices of Q are defined below:
a1 = (k + 2l + 3)i2 + (2− l − k)i
a2 = i(n(2k + 6) + l(4n− 1) + 1)− n(k− 1)− 2ln2 − n2(k + 3)
a3 = (k + 2l + 3)i2 + (2− 2l)i
a4 = i(4ln− k + n(2k + 6) + 1)− l(2n2 + 2n) + n(k + 1)− n2(k + 3)
bj = M− aj, where 1 ≤ j ≤ 4.

h(1) = li + 3i h(2) =
((−1)i + 1)

2
(3n− l + ln + 1)− ((−1)i − 1)

2
(3n + ln)

h(3) = ki + 3i h(4) =
((−1)i + 1)

2
(3n− k + kn + 1)− ((−1)i − 1)

2
(3n + kn)

Case (ii): F∗mi on G; {F∗mi|1 ≤ m ≤ 3}, {F∗mi|1 ≤ j ≤ n − 1, (j − 1)l + 1 ≤ i ≤
jl}, {F∗mi|nl − l + 1 ≤ i ≤ nl}, {F∗mi|1 ≤ j ≤ n− 1, (j− 1)k + 1 ≤ i ≤ jk} and {F∗mi|nk− k +
1 ≤ i ≤ nk}

For 5 ≤ j ≤ 8, 5 ≤ i ≤ 6, the vertex-weighted aj, bj and strength-weighted h(i) values
on vertices of Q are defined below:

a5 = l(2j2 − 2j + n(4j − 2)) − (2j + 2n)(l(j − 1) − i + 1) + n(j(2k + 6) + 2) −
j(k− 3) + j2(k + 3)

a6 = n2(3k + 9)− l(−6n2 + 4n)− n(k− 5) + n(4i + 4l − 4ln− 4)
a7 = n(j(4l + 6) + 2) − (2j + 2n)(k(j − 1) − i + 1) + j2(2l + 3) + k(j2 − j +

n(2j− 2))− j(2l − 3)
a8 = n2(6l + 9)− k(−3n2 + 3n) + n(4i + 4k− 4kn− 4)− n(2l − 5)
bj = M− aj where 5 ≤ j ≤ 8
h(5) = 2n + 2j h(6) = 4n
By symmetry, we have Fmi+ = Fmi− and F∗mi+ = F∗mi− , and 1 ≤ m ≤ 3 (see Figure 4).

Define,

(X(G), ◦) = 2
n−1

∑
i=1

2h(1)(a1 ◦ b1) + h(3)(a3 ◦ b3) +
3n

∑
i=n

2h(2)(a2 ◦ b2) + h(4)(a4 ◦ b4) +

2

2
n−1

∑
j=1

jl

∑
i=(j−1)l+1

h(5)(a5 ◦ b5) +
ln

∑
i=ln−l+1

h(6)(a6 ◦ b6)

 + 2
n−1

∑
j=1

jk

∑
i=(j−1)k+1

h(5)(a7 ◦ b7)

+
kn

∑
i=kn−k+1

h(6)(a8 ◦ b8), where (X, ◦) = (Wv,×), (Szv,×), (PIv,+) and when

(X, ◦) = (Wv,×), h(i) = 1, for 1 ≤ i ≤ 6.

Y(G) = 2
n−1

∑
i=1

2h(1)(b1 − a1) + h(3)(b3 − a3) +
2n−1

∑
i=n

2h(2)(b2 − a2) + h(4)(b4 − a4) +

2

2
n−1

∑
j=1

jl

∑
i=(j−1)l+1

h(5)(b5 − a5) +

1
2 (n)(l+1)

∑
i= 1

2 (n−l+ln+1)

h(6)(b6 − a6) +

ln
2

∑
i= 1

2 (ln−l+2)

h(6)(b6 − a6)


+ 2

n−1

∑
j=1

jk

∑
i=(j−1)k+1

h(5)(b7 − a7) +

1
2 (n)(k+1)

∑
i= 1

2 (n−k+kn+1)

h(6)(b8 − a8) +

kn
2

∑
i= 1

2 (kn−k+2)

h(6)(b8 − a8).

Further, an analytical computation of (X(G), ◦) and Y(G) yields the results of Theorem 1.
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3.2. Vertex Degree-Based Topological Indices

In this section, we implement degree-based molecular descriptors of G. Let G be
broken into three different edge sets using the methodology of edge set partition (ESP) of
molecular descriptors. For clarity, the ESPs of mSHL(2, 1, 1) are shown in Figure 6.

The ESPs of G are |esp(2, 2)| = 6n, |esp(2, 3)| = 12n, |esp(3, 3)| = ((18n2 − 6n)l +
(9k + 27)n2 − (3k + 15)n).

The degree-based molecular descriptors [52–59] presented in Table 2 will help chemists
to find the closure values of physiochemical properties by using statistical correlation.

Figure 6. Edge set partitions (ESPs).

Table 2. Different types of vertex versions of degree-based molecular descriptors.

Molecular Descriptors Mathematical Formula

First Zagreb Index M1(G)= ∑
uv∈E(G)

[du + dv]

Second Zagreb Index
M2(G) = ∑

uv∈E(G)

[du × dv]

Reduced Second Zagreb Index
RM2(G) = ∑

uv∈E(G)

[(du − 1)(dv − 1)]

Hyper Zagreb Index
HM(G) = ∑

uv∈E(G)

[du + dv]
2

Augmented Zagreb Index
AZ(G) = ∑

uv∈E(G)

[
du × dv

du + dv − 2
]3

Randić Index
R(G) = ∑

uv∈E(G)

[
1√

dudv
]

Reciprocal Randić Index
RR(G) = ∑

uv∈E(G)

[
√

dudv]

Reduced Reciprocal Randić Index
RRR(G) = ∑

uv∈E(G)

[
√
(du − 1)(dv − 1)]

Harmonic Index
H(G) = ∑

uv∈E(G)

[
2

du + dv
]

Sum Connectivity Index SC(G) = ∑
uv∈E(G)

1√
du + dv

We obtain the expressions of degree-based molecular descriptors from Table 2 using
the above edge set partitions.
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Theorem 2. Let G be a molecular sieve hexagonal mesh mSHL(n, l, k). Then
M1(G) = 6n(27n− 6l − 3k + 9kn + 18ln−−1)
M2(G) = 3n(81n− 18l − 9k + 27kn + 54ln−−13)
RM2(G) = 6n(18n− 4l − 2k + 6kn + 12ln−−5)
HM(G) = 36n(27n− 6l − 3k + 9kn + 18ln−−4)

AZ(G) =
9n
64

(2187n− 486l − 243k + 729kn + 1458ln− 191)

R(G) = n(9n− 2l − k + 3kn + 6ln + 26
1
2 − 2)

RR(G) = 3n(27n− 6l − 3k + 9kn + 18ln + 46
1
2 − 11)

RRR(G) = 6n− 2l(−18n2 + 6n) + 12(2
1
2 )n + 2n2(9k + 27)− 2n(3k + 15)

H(G) =
n
3
(18n− 4l − 2k + 6kn + 12ln + 11)

SC(G) = n(9n− 2l − k + 3kn + 6ln + 26
1
2 − 2).

3.3. Degree-Based Entropy

In this section, we present the numerical analysis and the entropy stability of the given
molecular descriptors in Table 2. Further, the section provides instructions on calculating
entropy values according to Shannon’s method by constructing a probability function
from degree-based topological indices. We used Shannon’s model to calculate probabilistic
entropy because it is the most widely used method [55,59–62]. Using that topological index,
the entropy K is calculated as follows:

Ek(G) = log(K(G))− 1
K(G)

 ∑
uv∈E(G)

( f (e)log( f (e)))


By using M1(G) to calculate the entropy value for G, the calculation procedure is

illustrated.
First Zagreb entropy for mSHL(n, l, k)

EM1(G) = log(6n(27n− 6l − 3k + 9kn + 18ln− 1))

− (6n)(2 + 2)log(2 + 2) + (12n)(2 + 3)log(2 + 3)
6n(27n− 6l − 3k + 9kn + 18ln− 1)

+
((18n2 − 6n)l + (9k + 27)n2 − (3k + 15)n)(3 + 3)log(3 + 3)

6n(27n− 6l − 3k + 9kn + 18ln− 1)

= log(6n(9kn + 18ln− 3k− 6l + 27n− 1))− 48n log(2) + 60n log(5)
6n(9kn + 18ln− 3k− 6l + 27n− 1)

+
6((18n2 − 6n)l + (9k + 27)n2 − (3k + 15)n) log(6)

6n(9kn + 18ln− 3k− 6l + 27n− 1)

After simplifying this, we obtain

EM1(G) =
((9k + 18l + 27)n− 3k− 6l − 1) log(9((k + 2l + 3)n− k

3
− 2l

3
− 1

9
)n)

(9k + 18l + 27)n− 3k− 6l − 1

+
6 log(2) + 14 log(3)− 10 log(5)
(9k + 18l + 27)n− 3k− 6l − 1

However, concerning each topological index, its method and 3D plot of entropy (see
Figure 7), as mentioned above, can generate any degree-based entropy expressions.

3.4. Numerical Results

The numerical values of distance- and degree-based molecular descriptors utilizing
entropy measures generated for G are given in Tables 3 and 4 with the values of the
variables n, l and k ranging from 1 to 10.
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Figure 7. Three-dimensional plot of EM1.

Table 3. Numerical values for distance-based molecular descriptors.

(n, l , k) (1, 1, 1) (2, 2, 2) (3, 3, 3) (4, 4, 4) (5, 5, 5)

WIv(G) 3024 270,000 4,668,072 37,920,768 198,934,944
Szv(G) 12,096 2,180,550 59,575,584 665,112,240 4,487,610,096
PIv(G) 1728 59,976 560,592 2,819,448 10,144,560
Mov(G) 576 27,684 265,776 1,385,064 4,916,352

(n, l , k) (6, 6, 6) (7, 7, 7) (8, 8, 8) (9, 9, 9) (10, 10, 10)

WIv(G) 784,272,816 2,527,739,928 7,013,962,368 17,335,729,008 39,076,777,008
Szv(G) 21,585,912,126 82,522,470,576 264,389,591,088 743,053,567,968 1,873,931,558,022
PIv(G) 28,958,688 71,033,760 154,482,768 308,200,032 571,213,080
Mov(G) 14,290,380 34,549,680 76,122,576 149,955,648 280,858,740

Table 4. Numerical values for degree-based molecular descriptors.

(n, l , k) (1, 1, 1) (2, 2, 2) (3, 3, 3) (4, 4, 4) (5, 5, 5)

M1(G) 264 1716 5328 12,072 22,920
M2(G) 366 2514 7902 17,988 34,230
RM2(G) 150 1092 3474 7944 15,150
HM(G) 1476 10,080 31,644 72,000 136,980
AZ(G) 485.71875 3226.78125 10,068.46875 22,856.0625 43,434.84375
R(G) 17.899 101.798 305.6969 683.5959 1290
RR(G) 131.3939 856.7878 2662 6034 11,457
RRR(G) 82.9706 561.9411 1761 4004 7615
H(G) 13.66666667 71.33333333 209 462.6666667 868.3333333
SC(G) 17.899 101.798 305.6969 683.5959 1290

(n, l , k) (6, 6, 6) (7, 7, 7) (8, 8, 8) (9, 9, 9) (10, 10, 10)

M1(G) 38,844 60,816 89,808 126,792 172,740
M2(G) 58,086 91,014 134,472 189,918 258,810
RM2(G) 25,740 40,362 59,664 84,294 114,900
HM(G) 232,416 364,140 537,984 759,780 1,035,360
AZ(G) 73,650.09375 115,347.0938 170,371.125 240,567.4688 327,781.4063
R(G) 2177 3401 5015 7073 9629
RR(G) 19,418 30,404 44,899 63,391 86,364
RRR(G) 12,918 20,237 29,896 42,219 57,530
H(G) 1462 2279.666667 3357.333333 4731 6436.666667
SC(G) 2177 3401 5015 7073 9629

These values were plotted using the Origin 2020b for a graphical comparison (see
Figures 8–10) of the computed topological descriptors below. The three-dimensional plots
proved a comparison to the behavior of degree-based indices of G.
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Figure 8. Comparison of graphical representation of distance-based molecular descriptors.

Figure 9. Comparison of graphical representation of degree-based molecular descriptors.

Figure 10. Comparison of entropy measures for G.
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3.5. Statistical Correlation

All numerical values of molecular descriptors are approaches to the entropy properties
of G (see Table 5). The correlation (r) gauge chart shows how strongly two quantitative
variables are correlated. Pearson’s correlation coefficient (r) is defined as follows.

r = ∑(ti − t−)(si − s−)√
∑(ti − t−)2 ∑(si − s−)2

.

where r = correlation coefficient,
ti = values of the t-variable in a sample;
t− = mean the values of the t-variable;
si = values of the s-variable in a sample;
s− = mean the values of the s-variable.
We have shown the correlation (r) between degree-based descriptors (A) and degree

entropy values (B) below in Table 6 and the correlation between A and B is denoted as
A ∼ B.

Table 5. Numerical values for degree-based entropies.

(n, l , k) (1, 1, 1) (2, 2, 2) (3, 3, 3) (4, 4, 4) (5, 5, 5) (6, 6, 6) (7, 7, 7) (8, 8, 8) (9, 9, 9) (10, 10, 10)

EM1(G) 3.8625 5.6801 6.8006 7.6137 8.2525 8.7787 9.2262 9.6155 9.96 10.269
EM2(G) 3.8383 5.6711 6.7961 7.6111 8.2507 8.7775 9.2253 9.6148 9.9594 10.2685
ERM2(G) 3.7907 5.6552 6.7883 7.6064 8.2477 8.7753 9.2237 9.6135 9.9584 10.2677
EHM(G) 3.8404 5.6719 6.7965 7.6113 8.2509 8.7776 9.2254 9.6148 9.9595 10.2685
EAZ(G) 3.8576 5.678 6.7995 7.6131 8.2521 8.7784 9.226 9.6153 9.9599 10.2689
ER(G) 3.8599 5.6782 6.7995 7.6131 8.2521 8.7784 9.226 9.6153 9.9599 10.268
ERR(G) 3.862 5.6798 6.8005 7.6137 8.2525 8.7787 9.2262 9.6155 9.96 10.269
EH(G) 3.8928 5.7735 6.9177 7.7412 8.3854 8.9147 9.3642 9.7548 10.1002 10.4098
ESC(G) 3.8552 5.6756 6.7976 7.6113 8.2504 8.7769 9.2245 9.6138 9.9584 10.2674

Table 6. Statistical Correlation (r) between degree-based molecular descriptors and degree-based
entropy values.

(n, l , k) M1 ∼ EM1 M2 ∼ EM2 RM2 ∼ ERM2 HM ∼ EHM AZ ∼ EAZ

r 0.800895321 0.799930694 0.798222338 0.800014703 0.800664403

(n, l , k) R ∼ ER RR ∼ ERR RRR ∼ ERRR H ∼ EH SC ∼ ESC

r 0.822763752 0.80086312 0.800240768 0.798861487 0.801363561

The results show that vertex-based indices of this study have perfect linear rela-
tionships. As a result, all the indices mentioned in this study are extremely useful in
determining the topological properties of mSHL(n, l, k). As a result, the Randić index has a
perfect linear relationship index for mSHL(n, l, k). The effect of this paper, based on appli-
cations and properties, is beneficial in obtaining the scientific results of aluminophosphate
structure for future studies.

4. Conclusions

This study computed synthetic structural descriptors for aluminophosphate-based
molecular sieve structure mSHL(n, l, k) using cut methods for vertex and edge-weighted
molecular graphs. Entropy calculations for degree-based descriptors and linear correlation
calculations for mSHL(n, l, k) were carried out. Topological methods can also obtain
quantitative data for phase transitions and other material alterations caused by chemical
interactions, contaminants and heavy metal ions. The graphical presentation of this work,
the linear correlation and the numerical comparison of the computed results will be helpful
to theoretical chemists. This computational study is extremely useful in determining
specific applications, such as the topological properties of the aluminophosphate structure.
Further analyzing this study, we hope our results will support researchers in predicting the
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NMR pattern for NMR signal processing. Moreover, it helps investigators to obtain new
ideas in hypothetical and investigational NMR Spectroscopy [63–65].
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1. Introduction

Chemical graph theory is the process of performing a thorough analysis to identify
the key characteristics or meanings of chemical compounds graphically. It is the area
of mathematics that combines graph theory and chemistry. In chemical graph theory, a
compound’s idiosyncrasies are mathematically described when an image of the mixture
from X-ray or electron microscope diffraction is drawn into a plane and illuminated on
its symmetry [1]. The chemical graph is a straightforward representation of a picture of a
compound in which we suppose that the edges are bonds between atoms and the vertices
are atoms. Understanding properties such as molecular structure, the kinetics of molecules,
atoms, or electrons, chains or patterns of polymers, crystals and clusters, aromaticity,
nuclear magnetic resonance (NMR) analysis, depicting orbitals, and electron behaviors are
made possible by chemical graph theory. A few researchers who have introduced graph
theory in chemistry are Ante Graovac, Alexandru Balaban, Haruo Hosoya, Iván Gutman,
Nenad Trinajstic, and Milan Randić [2–4].

Graph theory connects mathematics and chemistry using a valuable tool called the
topological index. A real number associated with a graph and determined by a certain rule
is known as the topological index. This number is invariant for isomorphic graphs [5]. It
describes the molecular structure’s topology. These indices are crucial to the research of
quantitative structure–property relationship/quantitative structure–activity relationship
(QSPR/QSAR) since they may be used to predict various physiochemical characteristics
and bioactivity, which aids in the development of new drugs. Its use in other sectors,
including nanoscience and biotechnology, is equally impressive [6]. Topological indices
have been used to numerically quantify various physical and chemical properties of various
chemical and biological molecules, including the boiling point, anti-leishmanial action,
acute toxicity, radical scavenging activity, and many more. Throughout the world, re-
searchers are interested in this. Over the years, several vertex-degree-based topological
indices have been developed [5,7].
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Three nitrogen atoms replace the carbons in the triazines’ six-membered planar ring,
which is similar to that of benzene. The three isomers of triazine are distinguished by
the positions of the nitrogen atoms [8]. The triazine structures of melamine and cyanuric
chloride are two well-known examples. Melamine is a white, odorless, crystalline, nontoxic,
hetero-aromatic compound utilized as a raw material in many daily products that must
adhere to rigid standards for toughness and wear resistance. The synthesis of insecticides,
brighteners, and reactive dyes have all benefited from the versatility and multifunctionality
of cyanuric chloride (2,4,6-trichloro-1,3,5-triazine), a versatile reagent. Covalent bonding
creates triazine-based covalent organic polymers (COPs), a developing subclass of porous
organic framework materials. Ping Wen et al. explained the synthesis of triazine-based co-
valent organic frameworks (see Figure 1) utilizing melamine and cyanuric chloride [8]. The
as-prepared covalent organic frameworks are referred to as TriCFs. They are exceptionally
thermo-stable and possess a lamellar structure. This comprises a brand-new synthetic lubri-
cant. The degree-based indices of this structure were studied by [9]. Currently, research on
the computation of the TriCF neighborhood topological indices is needed in the literature.
Future designed and produced triazine-based covalent organic frameworks could benefit
from the findings of this study [8].

Figure 1. TriCFs’ structure.

“The entropy of a probability distribution is regarded as a measure of the unpre-
dictability of information content or a measure of the uncertainty of a system”, Shannon
famously wrote in his article from 1948, which established the term “entropy” [10]. Entropy
later started to be applied to chemical networks and graphs. It was created for analyzing
the structural data of chemical networks and graphs. There are intrinsic and extrinsic met-
rics for graph entropy, which correlates probability distributions with a graph’s elements
(vertices, edges, etc.). To estimate a network’s structural information content, Shannon’s
entropy calculations have been applied [11]. This approach has been used to visualize
live systems using graphs. Entropy measurements for graphs have also been widely used
in structural chemistry, computer science, and biology [10]. Entropy network measures
have a variety of uses, including quantitative structure characterization in structural chem-
istry and the investigation of biological or chemical aspects of molecular graphs using
software [12–14].

2. Preliminaries and Mathematical Terminologies

In this study, we take γ as a connected graph. The letters P and Q stand for the vertex
set (atoms) and edge set (bonds between atoms). Furthermore, sγ(u) stands for the total
number of degrees of all vertices adjacent to u. Topological indices, which are graph-based
descriptors, are often used to forecast the characteristics of chemical networks and systems.
They are functions defined from a graph γ to a collection of real numbers R. There are
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primarily two kinds of topological indices. The first is a topological index based on degrees,
while the second is based on distance. The motivation for using degree-based indices, also
known as connectivity-based indices, comes from several research works showing that they
are reliable for linking the physicochemical properties of various molecules.

Randić created the first legitimate degree-based index, which has now gained widespread
acceptance as the Randić index [15]. Later, several degree-based metrics such as the Zagreb
index, the atom bond connectivity index, the enhanced Zagreb index, and the geometric
arithmetic index were created. Due to their excellent correlation capacity, these indices have
drawn much attention [3]. Randić indices are often used to simulate molecules’ physical
and chemical characteristics, while Zagreb indices were developed to explore molecular
complexity. A modified version of the Randić index called the “atom bond connectivity
index” has shown a good correlation with the thermodynamic properties of alkanes [5].
Refer to [5] and the references there in for a thorough overview of the different degree-based
topological indices.

Later, a significant number of researchers developed unique modifications to these
indices that consider the neighboring degree sum for each vertex rather than the de-
gree [16–18]. Let su represent the degree sum of the nearby vertices of the vertex u to
define them broadly. The generic equation for bond additive and multiplicative variants of
degree-sum-based indices may be written as

TIs(γ) = ∑
uv∈E(γ)

φ(su, sv) (1)

and
TI∗s (γ) = ∏

uv∈E(γ)
φ(su, sv) (2)

We used the edge partition approach, where the total number of edges for each struc-
ture is split into different groups according to the degrees of the end vertices of edges,
to generate the degree-based indices. Similar to this, edges are divided into sections to
determine degree-sum-based indices using the neighborhood degree sums of the end
vertices of edges. This research employed edge partition approaches to derive multiplica-
tive neighborhood degree sum topological indices and neighborhood degree-sum-based
entropy measurements for the TriCF structure. We used Shannon’s model to calculate
the probabilistic entropy because it is the most widely used method [10–12]. The entropy
measured using that topological index X is given by

EX(γ) = log(X(γ))− 1
X(γ)

( ∑
uv∈E(γ)

f (e)log( f (e))). (3)

where f (e) is the edge partition.
For vertices u and v, su and sv denote the neighborhood degree sum of u and v. We

now show various neighborhood degree-sum-based topological descriptors and neigh-
borhood multiplicative degree-sum-based topological descriptors in Table 1 [19,20] and
Table 2 [6,16–18,21–33], respectively.

Table 1. Neighborhood degree-sum-based topological indices.

Neighborhood First Zagreb Index NM1(G)= ∑
uv∈E(G)

[su + sv]

Neighborhood Second Zagreb Index NM2(G) = ∑
uv∈E(G)

[su × sv]

Neighborhood Reduced Second Zagreb Index NRM2(G) = ∑
uv∈E(G)

[(su − 1)(sv − 1)]

Neighborhood Hyper Zagreb Index NHM(G) = ∑
uv∈E(G)

[su + sv]
2

Neighborhood Augmented Zagreb Index NAZ(G) = ∑
uv∈E(G)

[
su × sv

su + sv − 2
]3
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Table 1. Cont.

Neighborhood Randić Index NR(G) = ∑
uv∈E(G)

[
1√
susv

]

Neighborhood Reciprocal Randić Index NRR(G) = ∑
uv∈E(G)

[
√

susv]

Neighborhood Reduced Reciprocal Randić Index NRRR(G) = ∑
uv∈E(G)

[
√
(su − 1)(sv − 1)]

Neighborhood Harmonic Index NH(G) = ∑
uv∈E(G)

[
2

su + sv
]

Neighborhood Sum Connectivity Index NSC(G) = ∑
uv∈E(G)

1√
su + sv

Neighborhood Geometric Arithmetic Index NGA(G) = ∑
uv∈E(G)

2
√

susv

su + sv

Neighborhood Inverse Sum Index NIS(G) = ∑
uv∈E(G)

susv

su + sv

Neighborhood Forgotten index NF(G)= ∑
uv∈E(G)

su
2 + sv

2

Neighborhood Symmetric Division Index NSDI(G) = ∑
uv∈E(G)

su
2 + sv

2

susv

Neighborhood Atom Bond Connectivity Index NABC(G) = ∑
uv∈E(G)

√
su + sv − 2

susv

Table 2. Multiplicative neighborhood degree-sum-based topological indices.

Multiplicative Neighborhood First Zagreb Index MNM1(G)= ∏
uv∈E(G)

[su + sv]

Multiplicative Neighborhood Second Zagreb Index MNM2(G) = ∏
uv∈E(G)

[su × sv]

Multiplicative Neighborhood Reduced Second Zagreb Index MNRM2(G) = ∏
uv∈E(G)

[(su − 1)(sv − 1)]

Multiplicative Neighborhood Hyper Zagreb Index MNHM(G) = ∏
uv∈E(G)

[su + sv]
2

Multiplicative Neighborhood Augmented Zagreb Index MNAZ(G) = ∏
uv∈E(G)

[
su × sv

su + sv − 2
]3

Multiplicative Neighborhood Randić Index MNR(G) = ∏
uv∈E(G)

[
1√
susv

]

Multiplicative Neighborhood Reciprocal Randić Index MNRR(G) = ∏
uv∈E(G)

[
√

susv]

Multiplicative Neighborhood Reduced Reciprocal Randić Index MNRRR(G) = ∏
uv∈E(G)

[
√
(su − 1)(sv − 1)]

Multiplicative Neighborhood Harmonic Index MNH(G) = ∏
uv∈E(G)

[
2

su + sv
]

Multiplicative Neighborhood Sum Connectivity Index MNSC(G) = ∏
uv∈E(G)

1√
su + sv

Multiplicative Neighborhood Geometric Arithmetic Index MNGA(G) = ∏
uv∈E(G)

2
√

susv

su + sv

Multiplicative Neighborhood Inverse Sum Index MNIS(G) = ∏
uv∈E(G)

susv

su + sv

Multiplicative Neighborhood Forgotten index MNF(G)= ∏
uv∈E(G)

su
2 + sv

2

Multiplicative Neighborhood Symmetric Division Index MNSDI(G) = ∏
uv∈E(G)

su
2 + sv

2

susv

Multiplicative Neighborhood Atom Bond Connectivity Index MNABC(G) = ∏
uv∈E(G)

√
su + sv − 2

susv
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3. Research Aim and Methodology

Chemical graph theory is a concept used in the mathematical chemistry field of topol-
ogy. It gained popularity as its proponents presented several graph theory applications for
the mathematical modeling of chemical characteristics [34,35]. Chemists have established
through actual experimental data that a compound’s physicochemical properties are closely
related to its molecular structure. Later, additional graph-theoretical techniques were de-
veloped to describe various chemical compound properties. The idea of topological indices,
specific network invariants, is an essential tool. In addition to the topological index, infor-
mation entropy is a necessary tool for assessing the properties of chemical compounds. Due
to its applicability, the notion, which was first applied to the communication system, has
recently received respect in various scientific and technological sectors [10,12]. In chemistry,
much research has been performed on the correspondence between the traditional concept
of thermodynamics and the statistical mechanic’s definition of entropy. The concept of
information entropy may be considered a replacement for thermodynamic entropy due
to its relationship to the Gibbs entropy formula employed in statistical mechanics [33,36].
They are thus primarily used in chemistry to characterize compounds’ complexity, disorder,
and other properties, such as phase transition energy. The relationship between informa-
tion entropy and chemical properties, such as the variation in molecule stability caused by
various arrangements of essential components, has been studied recently [13]. Shannon
first introduced the concept of information entropy in communication networks, and the
statement was purely based on terms used in that field. Later, it was changed to use it in
other scientific domains [11].

In this article, we explore the multiplicative neighborhood-degree sum-based indices
and neighborhood-degree sum-based indices of the TriCF structure. In addition, we
calculate the entropies of these structures and also determine the numerical values, which
aid in the investigation of the physiochemical characteristics of the TriCF structure.

This study’s computations use graph theoretical technologies, precisely the edge parti-
tion method and analytical techniques. Chem Draw Ultra describes the TriCFs’ molecular
structures, and Origin displays the numerical outcomes.

4. Main Results

In this section, we present the key findings of the study. In this work, based on the
growth of TriCFs, the authors categorized it into three kinds. In particular, γ1, γ2, and
γ3 are linear chain TriCF structures, parallelogram TriCF structures, and hexagonal TriCF
structures, respectively. The schematic of the triazine-based covalent organic framework
synthesis can be formed into any structure such as a linear chain, parallelogram, hexagonal,
etc. Figures 2–4 show the 2D structure of a linear chain, parallelogram and hexagonal TriCF
structures, respectively. Figure 5 shows the unit cell of the TriCF structure. In the linear
chain TriCF structure, the unit cell is repeated r-times linearly (r columns). Similarly, in the
parallelogram TriCF structure, the unit cells are arranged in the shape of a parallelogram
structure. In hexagonal TriCF structures, the unit cells are placed in a hexagonal structure.
It is easy to understand the growth from Figures 3 and 4. From this, we can find the edge
partition, which is given in Table 3.

Figure 2. Linear chain TriCF structure.
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Figure 3. Parallelogram TriCF structure.

Figure 4. Hexagonal TriCF structure.

Figure 5. Neighborhood degree sum edge partition of the unit cell of the TriCF structure.
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Table 3 below illustrates the total number of edges (Q) and vertices (P) and how the
edges are partitioned in each structure.

Table 3. Edge partition of γ.

γ (3, 5) (5, 6) (6, 6) Q P

γ1 2r + 4 4r + 8 30r + 6 36r + 18 36r + 15

γ2 2(r + s + 1) 4(r + s + 1) (18s + 12)r + 12s− 6 (18s + 18)r + 18s (13s + 20)r + 18s + 3

γ3 6r 12r 54r2 − 18r 54r2 45r2 + 3r

4.1. Neighborhood-Degree Sum-Based Topological Indices of TriCF Structure

Theorem 1. Let γ1 be the Linear chain TriCF structure with dimension r. Then:

1. NR(γ1) =
2(1 +

√
2)(r + 2)

√
15

15
+ 5r + 1.

2. NRR(γ1) = ((4r + 8)
√

2 + 2r + 4)
√

15 + 180r + 36.
3. NRRR(γ1) = (4r + 8)

√
2 + (8r + 16)

√
5 + 150r + 30.

4. NM1(γ1) = 420r + 192.
5. NM2(γ1) = 1230r + 516.
6. NRM2(γ1) = 846r + 342.
7. NHM(γ1) = 4932r + 2088.

8. NAZ(γ1) =
4263511r

2700
+

4311443
6750

.

9. NH(γ1) =
137r
22

+
38
11

.

10. NSC(γ1) =
(110r + 22)

√
3

22
+

(r + 2)(
√

2 + 8
√

11
11 )

2
.

11. NGA(γ1) =
8(
√

2 +
11
16

)(r + 2)
√

15

11
+ 30r + 6.

12. NIS(γ1) =
4605r

44
+

1041
22

.

13. NSDI(γ1) =
218r

3
+

112
3

.

14. NF(γ1) = 2472r + 1056.

15. NABC(γ1) =
(3
√

6 + 6)
√

5r + 10
15

+

√
75r + 15

3
.

Proof. Let γ1 be a linear chain TriCF structure with P and Q (see Table 3). We performed
edge partitions of γ1 based on the neighborhood vertex degree sum. The following results
were obtained by applying those edge partitions in the definitions of neighborhood degree
sum-based topological indices (Table 1).

To provide the proofs, the neighborhood-degree sum-based topological indices of each
TriCF linear chemical network would be too long to furnish in this paper. Hence, using the
procedure mentioned below and Table 1, it is simple to construct any neighborhood-degree
sum-based expression concerning each topological index.

The neighborhood-degree sum-based indices of the first Zagreb for a linear TriCF
molecular graph is

NM1(γ1) = (3 + 5)(2r + 4) + (5 + 6)(4r + 8) + (6 + 6)(30r + 6)
= (8)(2r + 4) + (11)(4r + 8) + (12)(30r + 6)
= 16r + 32 + 44r + 88 + 360r + 72
= 420r + 192.

Theorem 2. Let γ2 be the parallelogram TriCF structure with dimension r and s. Then, the
neighborhood-degree sum-based topological indices are:
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1. NR(γ2) =
2(1 +

√
2)(r + s + 1)

√
15

15
+

(45s + 30)r
15

+ 2s− 1.

2. NRR(γ2) = 4(r + s + 1)(
√

2 +
1
2
)
√

15 + (108s + 72)r + 72s− 36.

3. NRRR(γ2) = (4r + 4s + 4)
√

2 + (8r + 8s + 8)
√

5 + (90s + 60)r + 60s− 30.
4. NM1(γ2) = (216s + 204)r + 204s− 12.
5. NM2(γ2) = (648s + 582)r + 582s− 66.
6. NRM2(γ2) = (450s + 396)r + 396s− 54.
7. NHM(γ2) = (2592s + 2340)r + 2340s− 252.

8. NAZ(γ2) =
(11337408s + 9980147)r

13500
+

9980147s
13500

− 1357261
13500

.

9. NH(γ2) =
(66r + 71)s

22
+

71r
22

+
5
22

.

10. NSC(γ2) =
((66s + 44)r + 44s− 22)

√
3

22
+

(r + s + 1)(
√

2 +
8
√

11
11

)

2
.

11. NGA(γ2) =
8(r + s + 1)(

√
2 + 11

16 )
√

15
11

+
(396s + 264)r

22
+ 12s− 6.

12. NIS(γ2) =
(2376r + 2229)s

44
+

2229r
44
− 147

44
.

13. NSDI(γ2) =
(216r + 182)s

3
+

182r
3
− 34

3
.

14. NF(γ2) = (1296s + 1176)r + 1176s− 120.

15. NABC(γ2) =

√
(45s + 30)r + 30s− 15

3
+

(3
√

6 + 6)
√

5r + 5s + 5
15

.

Proof. Let γ2 be a parallelogram TriCF structure with P and Q be taken from Table 3. We
performed edge partitions of γ2 based on the neighborhood vertex degree sum, and the
following results were obtained by applying those edge partitions in the definitions of
neighborhood-degree sum-based topological indices (Table 1). To put forward the given
proofs, the neighborhood-degree sum-based topological indices of each TriCF parallelogram
chemical network would run into many pages. Hence, using the procedure mentioned
below and Table 1, it is easy to construct any neighborhood-degree sum-based expression
with regard to each topological index.

The neighborhood-degree sum-based indices of the second Zagreb for a parallelogram
TriCF molecular graph is

NM2(γ2) = (3× 5)2(r + s + 1) + (5× 6)4(r + s + 1) + (6× 6)((18s + 12)r + 12s− 6)
= 150r + 582s− 66 + 36(18s + 12)r
= (648s + 582)r + 582s− 66.

Theorem 3. Let γ3 be the hexagonal TriCF structure with dimension r. Then:

1. NR(γ3) =
r(2
√

15
√

2 + 2
√

15 + 45r− 15)
5

.

2. NRR(γ3) = 6r(2
√

15
√

2 +
√

15 + 54r− 18).
3. NRRR(γ3) = (4r + 8)

√
2 + (8r + 16)

√
5 + 150r + 30.

4. NM1(γ3) = 648r2 − 36r.
5. NM2(γ3) = 1944r2 − 198r.
6. NRM2(γ3) = 1350r2 − 162r.
7. NHM(γ3) = 7776r2 − 756r.

8. NAZ(γ3) =
314928

125
r2 − 1357261

4500
r.

9. NH(γ3) =
15
22

r + 9r2.

10. NSC(γ3) =
3r(66

√
3 r + 11

√
2 + 8

√
11− 22

√
3)

22
.
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11. NGA(γ3) =
3r(16

√
15
√

2 + 11
√

15 + 396r− 132)
22

.

12. NIS(γ3) = 162r2 − 441
44 r.

13. NSDI(γ3) = 108r2 + 2r.
14. NF(γ3) = 3888r2 − 360r.

15. NABC(γ3) =

((
3
√

2
5

+
2
√

3
5

)
√

r +
√

3r2 − r

)
√

5.

Proof. Let γ3 be a hexagonal TriCF structure P and Q given in Table 3. We performed edge
partitions of γ3 based on the neighborhood vertex degree sum, and the following results
were obtained by applying those edge partitions in the definitions of neighborhood-degree
sum-based topological indices (Table 1). To provide the proof, the neighborhood-degree
sum-based topological indices of each TriCF hexagonal chemical network would be too
long. Using the procedure mentioned below and Table 1, it is simple to construct any
neighborhood-degree sum-based expression with regard to each topological index.

The neighborhood-degree sum-based indices of the forgotten indices for a hexagonal
TriCF molecular graph is NF(γ3) = (9 + 25)(6r) + (25 + 36)(12r) + (36 + 36)(54r2 − 18r)
= (34)(6r) + (61)(12r) + (72)(54r2 − 18r)
= 3888r2 − 360r.

4.2. Multiplicative Neighborhood-Degree Sum-Based Topological Indices of TriCF Structure

Theorem 4. Let γ1 be the linear chain TriCF structure with dimension r. Then, the neighborhood-
degree sum-based multiplicative indices are:

1. MNR(γ1) =
1

630r+615r+2302r+4 .

2. MNRR(γ1) = 232r+10333r+1253r+6.
3. MNRRR(γ1) = 27r+14532r+10.
4. MNM1(γ1) = 82r+4114r+81230r+6.
5. MNM2(γ1) = 152r+4304r+83630r+6.
6. MNRM2(γ1) = 82r+4204r+82530r+6.
7. MNHM(γ1) = 642r+41214r+814430r+6.
8. MNAZ(γ1) = 296r+303168r+12518−72r.

9. MNH(γ1) =
1

630r+6114r+8 .

10. MNSC(γ1) =
1

1619177472 233r315r112r .

11. MNGA(γ1) =
153r+6

234r+11114r+8 .

12. MNIS(γ1) =

(
15
8

)2r+4(30
11

)4r+8
330r+6.

13. MNSDI(γ1) =

(
34
15

)2r+4(61
30

)4r+8
230r+6.

14. MNF(γ1) = 342r+4614r+87230r+6.

15. MNABC(γ1) =
512r

36000 216r328r .

Proof. Let γ1 be a linear chain TriCF structure with vertices P and Q (see Table 3). We
performed edge partitions of γ1 based on the neighborhood vertex degree sum, and the
following results were obtained by applying those edge partitions in the definitions of
multiplicative neighborhood-degree sum-based topological indices (Table 2). To provide
the proofs, the multiplicative neighborhood-degree sum-based topological indices of each
TriCF linear chemical network would be too long. By using the below-mentioned procedure
and Table 2, it is simple to construct any multiplicative neighborhood-degree sum-based
expression with regard to each topological index.
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The multiplicative neighborhood-degree sum-based indices of the Randić indices for a
linear TriCF molecular graph is NMR(γ1) = (9 + 25)(2∗r+4)(25 + 36)(4∗r+8)(36 + 36)(30∗r+6)

= 342r+4614r+87230r+6.

Theorem 5. Let γ2 be the parallelogram TriCF structure with dimension r and s. Then, the
multiplicative neighborhood-degree sum-based topological indices are:

1. MNM1(γ2) = 82r+2s+2114r+4s+412(18s+12)r+12s−6.
2. MNM2(γ2) = 152r+2s+2304r+4s+436(18s+12)r+12s−6.
3. MNRM2(γ2) = 214r+14s+14536rs+28r+28s−8.
4. MNHM(γ2) = 642r+2s+21214r+4s+4144(18s+12)r+12s−6.

5. MNAZ(γ2) =

(
125

8

)2r+2s+2(1000
27

)4r+4s+4(5832
125

)(18s+12)r+12s−6
.

6. MNR(γ2) =

(√
15

15

)2r+2s+2(√
30

30

)4r+4s+4(
1
6

)(18s+12)r+12s−6
.

7. MNRR(γ2) =
(√

15
)2r+2s+2(√

30
)4r+4s+4

6(18s+12)r+12s−6.

8. MNRRR(γ2) = 27r+7s+7518rs+14r+14s−4.

9. MNH(γ2) =

(
1
4

)2r+2s+2( 2
11

)4r+4s+4(1
6

)(18s+12)r+12s−6
.

10. MNSC(γ2) =

(√
2

4

)2r+2s+2(√
11

11

)4r+4s+4(√
3

6

)(18s+12)r+12s−6

.

11. MNGA(γ2) = 8

(√
15
8

)2r+2s+2(√
30

11

)4r+4s+4(
1
2

)(18s+12)r+12s−6
.

12. MNIS(γ2) =

(
15
8

)2r+2s+2(30
11

)4r+4s+4
3(18s+12)r+12s−6.

13. MNSDI(γ2) =

(
34
15

)2r+2s+2(61
30

)4r+4s+4
2(18s+12)r+12s−6.

14. MNF(γ2) = 342r+2s+2614r+4s+472(18s+12)r+12s−6.

15. MNABC(γ2) =

(√
10
5

)2r+2s+2(√
30

10

)4r+4s+4(√
10
6

)(18s+12)r+12s−6

.

Proof. Let γ2 be a parallelogram TriCF structure with vertex and edge set P and Q,
respectively (Table 3). We performed edge partitions of γ2 based on the neighborhood
vertex degree sum (Table 3), and the following results were obtained by applying those edge
partitions in the definitions of multiplicative neighborhood-degree sum-based topological
indices (Table 2).

To provide the proofs, the multiplicative neighborhood-degree sum-based topolog-
ical indices of each TriCF parallelogram chemical network would be too long. By using
the below-mentioned procedure and Table 2, it is simple to construct any multiplicative
neighborhood-degree sum-based expression with regard to each topological index.

Multiplicative neighborhood-degree-based indices of the first Zagreb for a parallelogram TriCF
molecular graph is MNM1(γ2) = (3 + 5)(2r+2s+2)(5 + 6)(4r+4s+4)(6 + 6)((18∗s+12)r+12s−6)

= 8(2r+2s+2)11(4r+4s+4)12((18s+12)r+12s−6).

Theorem 6. Let γ3 be the hexagonal TriCF structure with dimension r. Then, the multiplicative
neighborhood-degree sum-based topological indices are:

1. MNM1(γ3) = 86r1112r1254r2−18r.
2. MNM2(γ3) = 156r3012r3654r2−18r.
3. MNRM2(γ3) = 86r2012r2554r2−18r.
4. MNHM(γ3) = 646r12112r14454r2−18r.
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5. MNAZ(γ3) =

(
125

8

)6r(1000
27

)12r(5832
125

)54r2−18r
.

6. MNR(γ3) =

(√
15

15

)6r(√
30

30

)12r(
1
6

)54r2−18r
.

7. MNRR(γ3) =
(√

15
)6r(√

30
)12r

654r2−18r.

8. MNRRR(γ3) =
(

2
√

2
)6r(

2
√

5
)12r

554r2−18r.

9. MNH(γ3) =

(
1
4

)6r( 2
11

)12r(1
6

)54r2−18r
.

10. MNSC(γ3) =

(√
2

4

)6r(√
11

11

)12r(√
3

6

)54r2−18r

.

11. MNGA(γ3) = 8

(√
15
8

)6r(√
30

11

)12r(
1
2

)54r2−18r
.

12. MNIS(γ3) =

(
15
8

)6r(30
11

)12r
354r2−18r.

13. MNSDI(γ3) =

(
34
15

)6r(61
30

)12r
254r2−18r.

14. MNF(γ3) = 346r6112r7230r+6.

15. MNABC(γ3) =

(√
10
5

)6r(√
30

10

)12r(√
10
6

)54r2−18r

.

Proof. Let γ3 be a hexagonal TriCF structure. The cardinality of vertices P and edges Q is
given in Table 3. We performed edge partitions of γ3 based on the neighborhood vertex
degree sum, and the following results were obtained by applying those edge partitions
in the definitions of multiplicative neighborhood-degree sum-based topological indices
(Table 2). To provide the proofs, the multiplicative neighborhood-degree sum-based topo-
logical indices of each TriCF hexagonal chemical network would be too long. By using
the below-mentioned procedure and Table 2, it is simple to construct any multiplicative
neighborhood-degree sum-based expression with regard to each topological index.

The multiplicative neighborhood-degree sum-based indices of the first Zagreb for a
hexagonal TriCF molecular graph is MNM1(γ3) = (3 + 5)(6r)(5 + 6)(12r)(6 + 6)(54r(2)−18r)

= 86r1112r1254r2−18r.

4.3. Neighborhood-Degree Sum-Based Entropy Measures

This section discusses constructing the probability function using neighborhood-
degree sum-based topological indices to compute the entropy values using Shannon’s
approach. The calculation procedure is illustrated below by using Equation (3) to calculate
the entropy value of the first Zagreb index for the TriCF structure. Furthermore, Figure 6 is
the 3D plot of the entropy of the first Zagreb index.

The first Zagreb entropy for the linear chain TriCF molecular graph is

ENM1(γ1) = log(420r + 192)− (2r + 4)(3 + 5)log(3 + 5) + (4r + 8)(5 + 6)log(5 + 6) + (30r + 6)(6 + 6)log(6 + 6)
420r + 192

= log(420r + 192)− 24(2r + 4) log(2) + 11(4r + 8) log(11) + 12(30r + 6) log(12)
420r + 192

.

After simplifying this, we obtain
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ENM1(γ1) =
(105r + 48) log(35r + 16) + 18(r + 2)(log(2) +

5 log(3)
6

− 11 log(11)
18

)

105r + 48
.

Figure 6 illustrates the entropy of the first Zagreb index of the TriCF linear chain
structure using Maple 2020. Using the parameters r and s, we established a horizontal
grid and, then, constructed a surface on top of that grid. This graph illustrates how the
entropy values exhibit unique patterns corresponding to various causes. These graphs
show various entropy features based on the parameters. We can regulate various variables
and actions by varying the topological indices and entropy via these elements. Each TriCF
chemical network’s general entropy formulation is too lengthy to be given as a theorem.
As mentioned above, the method makes it easy to generate any neighborhood-degree
sum-based entropy expression for each topological index.

Figure 6. Three-dimensional plot of ENM1(γ1).

5. Numerical Computation

This section displays the numerical outcomes of neighborhood-degree sum-based
topological descriptors created for three distinct TriCF structures using entropy measure-
ments. The values of the variables r and s range from 1 to 10. The generated topological
descriptors were plotted using the Origin 2020 b application for a graphical comparison.
The outcomes are summarized in Tables 4–6. Figure 5 depicts this tendency in three di-
mensions. These 3D charts illustrate the variation of each topological index for a particular
structure. The behavior of a specific index for each of the three alternative structures that
are the subject of this article can also be compared using 3D graphs. The following tables
and figures analyze various entropies for all the possible structures of the TriCF molecular
graph in numerical and graphical form.
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Table 4. Numerical values for neighborhood-degree sum-based entropies of a linear chain
TriCF structure.

r → 1 2 3 4 5 6 7 8 9 10

ER(γ1) 3.9779 4.4903 4.8276 5.0793 5.2803 5.4476 5.5908 5.7161 5.8274 5.9276
ERR(γ1) 3.9814 4.4935 4.8306 5.0823 5.2831 5.4503 5.5936 5.7188 5.8301 5.9302

ERRR(γ1) 3.977 4.4899 4.8274 5.0792 5.2802 5.4475 5.5908 5.7161 5.8274 5.9276
EM1(γ1) 3.9824 4.4943 4.8313 5.0829 5.2838 5.451 5.5942 5.7194 5.8307 5.9308
EM2(γ1) 3.9643 4.4795 4.818 5.0704 5.2718 5.4394 5.5828 5.7083 5.8197 5.92

ERM2(γ1) 3.9523 4.4698 4.8093 5.0623 5.2641 5.4319 5.5755 5.7011 5.8127 5.9131
EHM(γ1) 3.9671 4.4818 4.82 5.0723 5.2736 5.4411 5.5845 5.71 5.8214 5.9216
EAZ(γ1) 3.954 4.4712 4.8105 5.0634 5.2651 5.4329 5.5765 5.7021 5.8136 5.914
EH(γ1) 9.1795 11.7376 14.0571 16.2695 18.4211 20.5336 22.6189 24.684 26.7338 28.7714
ESC(γ1) 3.9868 4.498 4.8346 5.086 5.2867 5.4538 5.597 5.7222 5.8334 5.9335
EGA(γ1) 3.9889 4.4998 4.8362 5.0876 5.2882 5.4553 5.5984 5.7236 5.8348 5.9349
EIS(γ1) 3.9804 4.4927 4.8299 5.0816 5.2825 5.4497 5.5929 5.7182 5.8295 5.9296

EAZI(γ1) 3.9882 4.4991 4.8357 5.087 5.2877 5.4548 5.5979 5.7231 5.8343 5.9344
EF(γ1) 3.9696 4.4838 4.8218 5.074 5.2753 5.4427 5.5861 5.7115 5.8229 5.9231

EABC(γ1) 4.5889 5.7275 6.6214 7.376 8.0385 8.6346 9.1802 9.6858 10.1586 10.6041

Table 5. Numerical values for the neighborhood-degree sum-based entropies of a parallelogram
TriCF structure.

(r, s) → 1 2 3 4 5 6 7 8 9 10

ER(γ2) −150.6809 −158.9867 −162.4445−164.3874−165.6278 −166.4793−167.0923−167.5486 −167.8965 −168.1668
ERR(γ2) −14.3228 −13.8865 −13.4802 −13.1369 −12.8428 −12.5861 −12.3585 −12.1542 −11.9688 −11.7991

ERRR(γ2) −9.3014 −8.7902 −8.3518 −7.9898 −7.6833 −7.4176 −7.1833 −6.9737 −6.7841 −6.6109
EM1(γ2) 3.9824 4.9654 5.595 6.0657 6.4434 6.7595 7.0317 7.2708 7.484 7.676
EM2(γ2) 3.9643 4.9536 5.5861 6.0584 6.4373 6.7543 7.0271 7.2667 7.4803 7.6731

ERM2(γ2) 3.9523 4.946 5.5804 6.0539 6.4335 6.751 7.0242 7.2641 7.4779 7.671
EHM(γ2) 3.9671 4.9554 5.5875 6.0595 6.4382 6.7551 7.0278 7.2673 7.4808 7.6736
EAZ(γ2) 4.3707 5.1949 5.7625 6.1985 6.5538 6.8541 7.1144 7.3444 7.5503 7.7368
EH(γ2) 3.9796 4.9632 5.5932 6.0641 6.442 6.7584 7.0306 7.2698 7.4832 7.6757
ESC(γ2) 3.9868 4.9683 5.5973 6.0675 6.4449 6.7609 7.0329 7.2718 7.485 7.6774
EGA(γ2) 3.9889 4.9698 5.5984 6.0684 6.4457 6.7616 7.0335 7.2724 7.4855 7.6779
EIS(γ2) 3.9804 4.9641 5.5941 6.0649 6.4427 6.759 7.0312 7.2703 7.4836 7.6762

EAZI(γ2) 3.9509 4.944 5.5786 6.0523 6.4321 6.7497 7.0231 7.263 7.477 7.6701
EF(γ2) 3.9696 4.957 5.5887 6.0605 6.439 6.7558 7.0284 7.2678 7.4814 7.6741

EABC(γ2) 4.5889 7.071 9.4073 11.7079 14.002 16.3001 18.6062 20.2467 23.2467 25.5816

Table 6. Numerical values for the neighborhood-degree sum-based entropies of a hexagonal
TriCF structure.

r → 1 2 3 4 5 6 7 8 9 10

ER(γ3) 3.9779 5.3687 6.1816 6.758 7.205 7.5701 7.8787 8.146 8.3818 8.5927
ERR(γ3) 3.9814 5.37127 6.1834 6.7594 7.2061 7.5711 7.8796 8.1468 8.3825 8.5933

ERRR(γ3) 3.977 5.3688 6.1818 6.7582 7.2052 7.5703 7.8789 8.1462 8.3819 8.5928
EM1(γ3) 3.9824 5.3717 6.1837 6.7597 7.2063 7.5712 7.8797 8.1469 8.3826 8.5934
EM2(γ3) 3.9643 5.3622 6.1773 6.7548 7.2024 7.568 7.8769 8.1445 8.3804 8.5914

ERM2(γ3) 3.9523 5.3561 6.1732 6.7518 7.2 7.5659 7.8752 8.1429 8.379 8.5902
EHM(γ3) 3.9671 5.3636 6.1783 6.7556 7.203 7.5685 7.8773 8.1448 8.3807 8.5917
EAZ(γ3) 3.954 5.3569 6.1738 6.7522 7.2003 7.5662 7.8754 8.1431 8.3792 8.5904
EH(γ3) 9.1795 16.6571 23.3695 29.7961 36.0729 42.2578 48.3802 54.4577 60.5011 66.5179
ESC(γ3) 3.9868 5.374 6.1853 6.7609 7.2073 7.5721 7.8804 8.1475 8.3831 8.5939
EGA(γ3) 3.9889 5.3753 6.1862 6.7616 7.2078 7.5725 7.8808 8.1479 8.3834 8.5941
EIS(γ3) 3.9804 5.3706 6.183 6.7592 7.2059 7.5709 7.8794 8.1466 8.3823 8.5932

EAZI(γ3) 3.9882 5.3748 6.1859 6.7613 7.2077 7.5723 7.8807 8.1477 8.3833 8.5941
EF(γ3) 3.9696 5.3649 6.1791 6.7562 7.2036 7.5689 7.8777 8.1452 8.381 8.592

EABC(γ3) 4.5889 8.5204 12.4547 16.4326 20.4534 24.5118 28.6026 32.7216 36.8652 41.0305
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Results and Discussion

If we examine the entropy measures in Figure 7a,c, we can see that the neighborhood
harmonic (NH) significantly impacts the initial structure more than the other indices. At
the same time, Figure 7b shows that the NABC outperforms the other entropy measures.
The stability study of the generalized TriCF structure using numerical information entropy
values and the derived entropy formulae are new findings that can connect Shannon’s
entropy with traditional thermodynamic entropy.

(a) Entropy of γ1

(b) Entropy of γ2

(c) Entropy of γ3

Figure 7. Comparison of entropy measures for TriCF structures.
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In this study, we determined the neighborhood degree sum indices, multiplicative
neighborhood degree sum indices, and entropy of TriCF structure using the neighborhood
degree sum edge partition. From the computation and analysis, we obtained that the
neighborhood harmonic indices and neighborhood ABC indices both have more impact
than other indices and are highly correlated to the thermodynamic properties of the TriCF
structures [16–18,22,23,37]. In the previous study [9], we determined degree-based indices,
multiplicative degree-based indices, and the entropy values of the TriCF structure by the
edge partition method based on the degrees of the end vertices and reciprocal Randić
indices showed a higher impact. This will simulate molecules’ physical and chemical
characteristics [3,5,15] regarding the structure. Therefore, by employing degree-based and
neighborhood degree-sum-based approaches, future researchers can easily compute the
topological indices of upcoming TriCF structures, and also, these studies will help them
produce different types of TriCF structures for different applications.

6. Conclusions

In this study, neighborhood-degree-based topological indices were computed using
multiplicative and entropy measures. Using these indices, scientists can predict a range of
molecular compound properties without requiring expensive or time-consuming studies.
The computed findings are, therefore, crucial in predicting TriCF system properties. This
is a newly synthesized lubricant whose physical, chemical, and experimental properties
have yet to be investigated. As a result, the researchers will be able to advance their work
with the support of this current study. For further use, we also generated the multiplicative
neighborhood topological indices for the TriCF structure. Both theoretical chemists and
industry experts will find this paper’s graphical representation and numerical comparison
of the computed findings beneficial. With the aid of the observations produced regarding
the effectiveness of various indices, other researchers will be able to choose the indices
more efficiently. The same classes, distance-based indices, QSAR, and QSPR, are being
developed because they are also crucial for research.
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T.A.; supervision, R.S.; validation, T.A. and R.S.; visualization, T.A.; writing—original draft, T.A.;
writing—review and editing, R.S. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by Vellore Institute of Technology, Vellore.

Data Availability Statement: The authors declare that all data supporting the findings of this study
are available within the article.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Mirajkar, K.G.; Morajkar, A.; Budihal, H.H. QSPR analysis of some chemical structures using KCD indices. AIP Conf. Proc. 2022,

2385, 030002. [CrossRef]
2. Nilanjan, D.; Nayeem, S.M.A.; Anita, P. F-index of some graph operations. Discret. Math. Algorithms Appl. 2016, 8, 1650025.

[CrossRef]
3. Furtula, B.; Graovac, A.; Vukicevic, D. Augmented Zagreb index. J. Math. Chem. 2010, 48, 370–380. [CrossRef]
4. Furtula, B.; Gutman, I. Forgotten topological index. J. Math. Chem. 2015, 53, 1184–1190. [CrossRef]
5. Gutman, I. Degree-based topological indices. Croat Chem. Acta. 2013, 86, 351–361. [CrossRef]
6. Mondal, S.; Nilanjan, D.; Anita, P. QSPR analysis of some novel neighborhood-degree-based topological descriptors. Complex Intell.

Syst. 2021, 7, 977–996. [CrossRef]
7. Huilgol, M.I.; Sriram, V.; Balasubramanian, K. Structure–Activity Relations for Antiepileptic Drugs through Omega Polynomials

and Topological Indices. Mol. Phys. 2022, 120, 1987542. [CrossRef]
8. Wen, P.; Zhang, C.; Yang, Z.; Dong, R.; Wang, D.; Fan, M.; Wang, J. Triazine-Based Covalent-Organic Frameworks: A Novel

Lubricant Additive with Excellent Tribological Performances. Tribol. Int. 2017, 111, 57–65. [CrossRef]
9. Augustine, T.; Roy, S. Topological Study on Triazine-Based Covalent-Organic Frameworks. Symmetry 2022, 14, 1590. [CrossRef]
10. Sabirov, D.S.; Shepelevich, I.S. Information Entropy in Chemistry: An Overview. Entropy 2021, 23, 1240. [CrossRef]

http://doi.org/10.1063/5.0070746
http://dx.doi.org/10.1142/S1793830916500257
http://dx.doi.org/10.1007/s10910-010-9677-3
http://dx.doi.org/10.1007/s10910-015-0480-z
http://dx.doi.org/10.5562/cca2294
http://dx.doi.org/10.1007/s40747-020-00262-0
http://dx.doi.org/10.1080/00268976.2021.1987542
http://dx.doi.org/10.1016/j.triboint.2017.02.044
http://dx.doi.org/10.3390/sym14081590
http://dx.doi.org/10.3390/e23101240


Symmetry 2023, 15, 635 16 of 16

11. Rahul, M.P.; Clement, J.; Singh Junias, J.; Arockiaraj, M.; Balasubramanian, K. Degree-Based Entropies of Graphene, Graphyne and
Graphdiyne Using Shannon’s Approach. J. Mol. Struct. 2022, 1260, 132797. [CrossRef]

12. Mowshowitz, A.; Dehmer, M. Entropy and the Complexity of Graphs Revisited. Entropy 2012, 14, 559–570. [CrossRef]
13. Kavitha, S.R.J.; Abraham, J.; Arockiaraj, M.; Jency, J.; Balasubramanian, K. Topological Characterization and Graph Entropies of

Tessellations of Kekulene Structures: Existence of Isentropic Structures and Applications to Thermochemistry, Nuclear Magnetic
Resonance, and Electron Spin Resonance. J. Phys. Chem. A 2021, 125, 8140–8158. [CrossRef] [PubMed]

14. Mondal, S.; Nilanjan, D.; Anita, P. On neighborhood Zagreb index of product graphs. J. Mol. Struct. 2020, 1223, 129210. [CrossRef]
[PubMed]
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Abstract: 

The objective of this article is to obtain degree-based molecular descriptors for super-polycyclic 

aromatic compounds like superphenalene and supertriphenylene, which are built upon the foundational 

molecule hexabenzocoronene. These descriptors will offer quantitative insights into the connectivity and 

structural properties of these compounds by analysing their degree of connectivity. These super-

polycyclic aromatic compounds have been the focus of several studies due to their unprecedented 

mechanical lead to their remarkable thermoelectric conductivities, making graphene an obvious choice 

to replace other common materials in a variety of applications. With the help of M-polynomial, we were 

able to generate numerous degree-based descriptors in this study. 

Key Words: M-polynomial; Superphenalene; Supertriphenylene; Molecular descriptors; Super-

polycyclic aromatic compounds. 

1: Introduction 

Polycyclic aromatic hydrocarbons (PAHs) are broad family of chemical compounds that are persistent 

environmental pollutants with unique structures and varying toxicity. They comprise two or more fused 

aromatic rings and have a wide range of toxicity. Hundreds of individual PAHs are released into the 

environment because of both anthropogenic and natural processes [1].  Hexabenzocoronene (HBC) 

should be referred to as a superbenzene because of its hexagonal symmetry and peripheral benzene rings 

that each equate to one sp
2
-carbon of benzene. Mullen’s research group prepared super-PAHs in 2001 

[2], incorporating well-known terminology for benzene substitution patterns, such as ortho, meta, and 

para. Superphenalene is essentially a PAH with the chemical formula C96H30, and it is widely believed to 

be composed of three trapped Hexa-peri-hexabenzocoronene (HBC) molecules. It is generally regarded 

as a structure consisting of three HBC molecules symmetrically associated around a central core [3]. 
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These HBCs have been recognized as building blocks for molecular electronics since 2004, as they form 

self-assembled structures and nanotubes. The synthesis of HBCs has led to the formation of 

superacenes, such as supertriphenylene, through the cyclodehydrogenation of their corresponding 

twisted precursors [4].  

 In chemical graph theory, chemical structures are depicted as molecular graphs, which are simple 

graphs that illustrate the carbon atom skeleton of an organic molecule. The vertices of the molecular 

graph represent the carbon atoms, while the edges represent the carbon-carbon bonds [5]. A topological 

index, often referred to as a molecular structure descriptor, is a numerical value correlated with the 

chemical make-up of a molecule. These indices are employed to link chemical structure to a variety of 

physical attributes, chemical reactivity, or biological activity [5]. However, achieving consistent 

predictions often requires the use of multiple topological indices, as a single molecular graph may 

necessitate the identification of several indices. 

The research conducted by Milan Randić et al. [6] focused on calculating the molecular resonance 

energy for superphenalene. They observed that as we move closer to the center of the molecule, the 

degree of difference between nearby rings decreases. Vandana Bhalla et al. [7] subsequently worked on 

the synthesis of supertriphenylene from triphenylene. In 2020, Prabhu et al. [8] conducted a study on the 

molecular structural characterization of both superphenalene and supertriphenylene. However, there has 

been no progress in computing degree-based topological indices using M-polynomials for super 

polycyclic aromatic hydrocarbons (PAHs) such as superphenalene and supertriphenylene. The following 

section will explain the computation of degree-based topological indices using M-polynomials and 

computing the corresponding mathematical expressions. Figure 1 illustrates the two-dimensional 

structure of Superphenalene and Supertriphenylene. 

                                

Figure 1: (a) Superphenalene 𝑺𝑷(𝟐);                         (b) Supertriphenylene 𝑺𝑻𝑷(𝟐) 
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2: Mathematical Terminologies 

We calculate the degree-based topological indices using the degree of the vertices of molecular graph. 

The M-polynomial was proposed as a substitute for the Hosoya polynomial by Deutsch et al. in [9]. The 

M-polynomial offers a distinct advantage as it carries significant information on degree-based graph 

invariants. In this context, 𝛤 represents a simple connected graph, while 𝑉 and 𝛺 represent the vertex set 

and edge set, respectively. The degree of a vertex 𝑣 in a graph 𝛤 is denoted as 𝑑𝑒𝑔𝛤(𝑣) and represents 

the number of edges adjacent to that vertex. Table 1 demonstrates the derivation of specific degree-

based topological descriptors from  -polynomials. 

The  -polynomial of a graph 𝛤 is defined as, 

 (𝛤   𝑣)  ∑    

       

(𝛤)  𝑣        ( ) 

where    (𝛤) is the number of edges    𝛺(𝛤) such that  𝑑  𝑑               𝑑    𝑉(𝛤) ,and 

      𝑑    𝑉(𝛤) . Let  (𝛤   𝑣)   (  𝑣) and Table 1 shows expression of M-polynomial for 

different TI’s, where. 

  ( (  𝑣))   
  (  𝑣)

  
 

  ( (  𝑣))  𝑣
  (  𝑣)

 𝑣
 

  ( (  𝑣))  ∫
 (  𝑣)

 

 

 

𝑑  

  ( (  𝑣))  ∫
 (   )

 

 

 

𝑑  

 ( (  𝑣))   (  𝑣) 

  ( (  𝑣))     (  𝑣)     

For more properties and applications on the above indices refer [10–20]. 

Table 1: The extraction of some degree-based topological descriptors from M-polynomials. 

Topological Index Extraction From 𝑴(𝜞 𝒙 𝒚) 

First Zagreb Index   +   ( (𝛤 u v)) u=v=1 

Second Zagreb Index     ( (𝛤 u v)) u=v=1 
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Modified Second Zagreb Index     ( (𝛤 u v)) u=v=1 

General Randić Index   
   

 ( (𝛤 u v)) u=v=1 

Inverse Randić Index   
   

 ( (𝛤 u v)) u=v=1 

Symmetric Division Index (    +     )( (𝛤 u v)) u=v=1 

Harmonic Index 2   ( (𝛤 u v)) u=1 

Inverse Sum Index        ( (𝛤 u v)) u=1 

Augmented Zagreb Index   
3 −2   

3  
3( (𝛤 u v)) u=1 

Forgotten Index (  
2 +   

2)( (𝛤 u v)) u=v=1 

Reduced Second Zagreb Index (    )(    )( (𝛤 u v)) u=v=1 

Sigma Index (     )
2( (𝛤 u v)) u=v=1 

Hyper-Zagreb Index (  +   )
2( (𝛤 u v)) u=v=1 

Albertson Index (     )( (𝛤 u v)) u=v=1 

 

3: The Topological Descriptors for Superphenalene 𝑺𝑷(𝒕) 

Let 𝛤1 be a graph of superphenalene is represented as   ( ),   2, Then the total number of vertices 

and edges of the superphenalene   ( ) are    2   2 + 2  and    2   2  +    respectively. Table 

2 gives the edge partition of   ( ). 

Table 2: The edge partition of SP(t) 

(     ) Where     (𝜞 ) Total Number of Edges 

(𝟐 𝟐)  2    

(𝟐  ) 2   2  

(   )    2      +    

 

Theorem 1.  Let   ( ),   2, be a superphenalene, Then  (  ( )   𝑣)  ( 2   ) 2𝑣2 +

(2   2 ) 2𝑣3 + (   2      +   ) 3𝑣3. 
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Proof: The intended outcome is achieved by using the definition of the M-Polynomial for SP(t) as  

 (  ( ))  ∑       (  ( ))  𝑣 

 ∑  2 22 2 (  ( )) 2𝑣2 + ∑  2 32 3 (  ( )) 2𝑣3 + ∑  3 33 3 (  ( )) 3𝑣3

 ( 2   ) 2𝑣2 + (2   2 ) 2𝑣3 + (   2      +   ) 3𝑣3 

  

Figure 2 gives the 3D plot of M-polynomial for 𝑺𝑷(𝒕). 

 

 

Figure 2: 3-dimensional plot of M-polynomial for 𝑺𝑷(𝒕) 

Theorem 2. Let   ( )   2 be superphenalene. Then 

i.  1(  ( ))      2      + 3  . 

ii.  2(  ( ))   29 2   2 2 +    . 

iii.  2
𝑚(  ( ))     2      +   . 

iv. 𝑅 (  ( ))    ( 2   ) +   (2   2 ) + 9 (   2      +   ). 

v. 𝑅𝑅 (  ( ))  
1

4𝛼
( 2   ) +

1

6𝛼
(2   2 ) +

1

9𝛼
(   2      +   ). 

vi.    (  ( ))    2 2  23  +   . 

vii. 𝐻(  ( ))  2 3 2  3   +   3. 

viii. 𝐼(  ( ))     2   2 + 2 . 
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ix. 𝐴𝑍𝐼(  ( ))  
64𝑡2

9
+

14168𝑡

243
 

1298 

243
. 

x. 𝐹(  ( ))       2  2    + 99 . 

xi. 𝑅 2( )  32  2      +    . 

xii. 𝜎(  ( ))  2   2 . 

xiii. 𝐻 (  ( ))  29   2    2  + 2   . 

xiv. 𝐴(  ( ))  2   2 . 

Proof: Let  (  𝑣)   (  ( )   𝑣)  ( 2   ) 2𝑣2 + (2   2 ) 2𝑣3 + (   2      +

  )) 3𝑣3 

By making use of Table 1 and Table 2, we get the required result. 

  ( (  𝑣))  2( 2   ) 2𝑣2 + 2(2   2 ) 2𝑣3 + 3(   2      +   ) 3𝑣3

  ( (  𝑣))  2( 2   ) 2𝑣2 + 3(2   2 ) 2𝑣3 + 3(   2      +   ) 3𝑣3

  
2( (  𝑣))   ( 2   ) 2𝑣2 +  (2   2 ) 2𝑣3 + 9(   2      +   ) 3𝑣3

  
2( (  𝑣))   ( 2   ) 2𝑣2 + 9(2   2 ) 2𝑣3 + 9(   2      +   ) 3𝑣3

  +   ( (  𝑣))   ( 2   ) 2𝑣2 +  (2   2 ) 2𝑣3 +  (   2      +   ) 3𝑣3

     ( (  𝑣))   ( 2   ) 2𝑣2 +  (2   2 ) 2𝑣3 + 9(   2      +   ) 3𝑣3

  ( (  𝑣))  (   3) 2𝑣2 + ( 2   2) 2𝑣3 + (2  2   2 + 2 ) 3𝑣3

  ( (  𝑣))  (   3) 2𝑣2 + (    ) 2𝑣3 + (2  2   2 + 2 ) 3𝑣3

     ( (  𝑣))  
(   3)

2
 2𝑣2 + (    ) 2𝑣3 +

(2  2   2 + 2 )

3
 3𝑣3

  
    

 ( (  𝑣))    ( 2   ) 2𝑣2 +   (2   2 ) 2𝑣3 + 9 (   2      +   ) 3𝑣3

  
    

 ( (  𝑣))  
( 2   )

  
 2𝑣2 +

(2   2 )

  
 2𝑣3 +

(   2    2 +   )

9 
 3𝑣3

     ( (  𝑣))  ( 2   ) 2𝑣2 + (      ) 2𝑣3 + (   2      +   ) 3𝑣3

     ( (  𝑣))  ( 2   ) 2𝑣2 + (3   3 ) 2𝑣3 + (   2      +   ) 3𝑣3

  (  𝑣)   (   )  ( 2   ) 4 + (2   2 )  + (   2      +   ) 6

     (  𝑣)   (   )  
( 2   )

 
 4 +

(2   2 )

 
  +

(   2      +   )

 
 6

       ( (  𝑣))  ( 2   ) 4 +
 

 
(2   2 )  +

3

2
(   2      +   ) 6

  
3 −2   

3  
3( (  𝑣))   ( 2   ) +  (2   2 ) +

 29(   2      +   )
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4: The Topological Descriptors for 𝑺𝑻𝑷(𝒕) 

Let 𝛤2 be a graph of Supertriphenylene is represented as    ( ),   2. Then the total number of 

vertices and edges of the supertriphenylene    ( ) are  2 2  9  + 2  and     2    3 +    

respectively. Table 3 represents the edge partition of 𝑺𝑷𝑻(𝒕). 

Table 3: The edge partition of 𝑺𝑷𝑻(𝒕). 

(     ) Where     (𝜞𝟐) Total Number of Edges 

(𝟐 𝟐)      2 

(𝟐  ) 3   3  

(   )     2  2   + 99 

 

Theorem 3.  Let    ( ),   2, be a supertriphenylene. Then,  (   ( )   𝑣)  (     2) 2𝑣2 +

(3   3 ) 2𝑣3 + (    2  2   + 99) 3𝑣3 

Proof: Using Equation (1) for    ( ), the desired result is obtained as follows,  

 (   ( )   𝑣)  ∑       (   ( ))  𝑣 

 ∑  2 22 2 (   ( )) 2𝑣2 + ∑  2 32 3 (   ( )) 2𝑣3 + ∑  3 33 3 (   ( )) 3𝑣3

 (     2) 2𝑣2 + (3   3 ) 2𝑣3 + (    2  2   + 99) 3𝑣3

 

Figure 3 gives the 3D plot of M-polynomial for 𝑺𝑻𝑷(𝒕). 
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Figure 3: 3D plot of M-polynomial for 𝑺𝑻𝑷(𝒕) 

Theorem 4.  Let    ( ),   2 be a supertriphenylene. Then 

i.  1(   ( ))      2  99  + 3  . 

ii.  2(   ( ))  9 2 2       +  2 . 

iii.  2
𝑚(   ( ))   2 2 +      3. 

iv. 𝑅 (   ( ))    (     2) +   (3   3 ) + 9 (    2  2   + 99). 

v. 𝑅𝑅 (   ( ))  
1

4𝛼
(     2) +

1

6𝛼
(3   3 ) +

1

9𝛼
(    2  2   + 99). 

vi.    (   ( ))  2   2  3   + 9 . 

vii. 𝐻(   ( ))   29  2   9   +  32. 

viii. 𝐼(   ( ))   2 2  9  + 2 . 

ix. 𝐴𝑍𝐼(   ( ))  
2 6𝑡2

27
+

7276𝑡

81
 

7 72

81
. 

x. 𝐹(   ( ))   9   2  3    +  2  . 

xi. 𝑅 2(   ( ))   32 2   3  + 3 2. 

xii. 𝜎(   ( ))  3   3 . 

xiii. 𝐻 (   ( ))  3    2   2   + 2  2. 

xiv. 𝐴(   ( ))  3   3 . 

Proof: Let  (  𝑣)   (   ( )   𝑣)  (     2) 2𝑣2 + (3   3 ) 2𝑣3 + (    2  

2   + 99) 3𝑣3. Then by using Table 1 and Table 3 we obtain the necessary outcomes. 
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  ( (  𝑣))  2(     2) 2𝑣2 + 2(3   3 ) 2𝑣3 + 3(    2  2   + 99) 3𝑣3

  ( (  𝑣))  2(     2) 2𝑣2 + 3(3   3 ) 2𝑣3 + 3(    2  2   + 99) 3𝑣3

  
2( (  𝑣))   (     2) 2𝑣2 +  (3   3 ) 2𝑣3 + 9(    2  2   + 99) 3𝑣3

  
2( (  𝑣))   (     2) 2𝑣2 + 9(3   3 ) 2𝑣3 + 9(    2  2   + 99) 3𝑣3

  +   ( (  𝑣))   (     2) 2𝑣2 +  (3   3 ) 2𝑣3 +  (    2  2   + 99) 3𝑣3

     ( (  𝑣))   (     2) 2𝑣2 +  (3   3 ) 2𝑣3 + 9(    2  2   + 99) 3𝑣3

  ( (  𝑣))  
(     2)

2
 2𝑣2 +

(3   3 )

2
 2𝑣3 +

(    2  2   + 99)

3
 3𝑣3

  ( (  𝑣))  
(     2)

2
 2𝑣2 +

(3   3 )

3
 2𝑣3 +

(    2  2   + 99)

3
 3𝑣3

     ( (  𝑣))  
(     2)

 
 2𝑣2 +

(3   3 )

 
 2𝑣3 +

(    2  2   + 99)

9
 3𝑣3

  
    

 ( (  𝑣))    (     2) 2𝑣2 +   (3   3 ) 2𝑣3 + 9 (    2  2   + 99) 3𝑣3

  
    

 ( (  𝑣))  
(     2)

  
 2𝑣2 +

(3   3 )

  
 2𝑣3 +

(    2  2   + 99)

9 
 3𝑣3

     ( (  𝑣))  (     ) 2𝑣2 +
2(3   3 )

3
 2𝑣3 + (    2  2   + 99) 3𝑣3

     ( (  𝑣))  (     2) 2𝑣2 +
3(3   3 )

2
 2𝑣3 + (    2  2   + 99) 3𝑣3

  (  𝑣)   (   )  (     2) 4 + (3   3 )  + (    2  2   + 99) 6

    (  𝑣)  
(     2)

 
 4 +

(3   3 )

 
  +

(    2  2   + 99)

 
 6

       ( (  𝑣))  (     2) 4 +
 (3   3 )

 
  +

3(    2  2   + 99)

2
 6

  
3 −2   

3  
3( (  𝑣))   (     2) +  (3   3 ) +

 29(    2  2   + 99)

  

 

5: Numerical Results and Discussions 

The statistical results for superphenalene and supertriphenylene are reported in this part, which are 

derived from the computation of degree-based topological descriptors with the help of  -polynomial. 

The degree-based topological indices for different values of n are given below for numerical 

comparison. These values are plotted using the ORIGIN 2020b software. Tables 4 andv5 give the 

numerical values and Figure 4 is its graphical representations. 
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Table 4: Numerical computation for TI’s of 𝑺𝑷(𝒕). 

 

Table 5: Numerical computation for TI’s of 𝑺𝑻𝑷(𝒕). 

 

 

Figure 4: (a) Graphical Representation of different degree-based indices of 𝑺𝑷(𝒕);                                 
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                (b) Graphical Representation of different degree-based indices of 𝑺𝑻𝑷(𝒕) 

6: Conclusion 

In this paper, the  -polynomial has been employed to calculate fourteen degree-based topological 

indices. These descriptors provide further insights into the molecular structure and enable chemists to 

predict various properties of molecular compounds without the need for expensive and time-consuming 

experiments. The findings of this study have implications for the development of quantitative structure-

activity relationship (QSAR) models in pharmaceutical and chemical science. By incorporating these 

degree-based topological indices into QSAR models, researchers can enhance their predictive 

capabilities and gain valuable insights into the properties and behaviours of molecular compounds. 

Furthermore, the paper highlights the potential for future research on computing graph entropies using 

topological indices specifically for superphenalene and supertriphenylene. Graph entropies provide 

measures of complexity and information content in molecular structures and can offer further 

understanding of their properties. 
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Abstract For a connected graph G, an injective function π : V (G) → N such that for every
distinct vertices u and v of G, d(u, v) + |π(u)− π(v)| ≥ 1 + diam(G) is called a radio labeling
of G. The radio number of π, rn(π) is the highest number allotted to any vertex of G. The radio
number of G, rn(G) is the minimum value of rn(π) taken over all radio labeling π of G. Let
G be a connected graph and π : V (G) → N is an injective function. Then π is called a radio
mean labeling if for every distinct vertex u and v of G, d(u, v) + dπ(u)+π(v)2 e ≥ 1 + diam(G).
The highest number allotted to any vertex of G is called radio mean number of π and is denoted
by rmn(π). The least value of rmn(π) taken over all radio mean labeling π of G is called radio
mean number of G and is denoted by rmn(G). The upper bound of radio number and radio
mean number for honeycomb and honeycomb torus networks are found.

1 Introduction

Radio labeling is inspired by Hale’s problem of channel assignment. If we are given a set of radio
stations, then the job will be to assign a channel (non-negative integer) to each station (or trans-
mitter) to avoid interference. The interference is intricately linked to the station’s geographical
position, the closer the stations are uncommon the greater the interference that may occur. Also
the packing coloring problem arise from the restrictions concerning the assignment of broadcast
frequencies to radio stations, which is similar to radio labeling [1, 2, 3]. The division of channels
allocated to the neighbouring stations must be wide enough to prevent interference. To model
this problem, the researchers have constructed a graph such that each station is represented by a
vertex and two vertices are adjacent when their respective stations are close. The ultimate objec-
tive is to find a valid label that reduces the period (range) of the channels used [4, 5] . The radio
labeling of different graphs are discussed in [1, 4, 5, 6, 7, 10, 11, 12].

An interconnection network can be modelled by a simple graph whose vertices mean com-
ponents of network and whose edges mean the connections between them. This idea has been
broadly perceived and utilized by computer researchers and engineers. Graph theory is a effec-
tive mathematical technique for the design and analysis of topological interconnection network
structures. A system’s interconnection network logically offers a basic means of linking all de-
vice components. For example, hypercubes, butterfly networks, benes networks, honeycomb
networks, honeycomb torus networks and grids are some interconnection networks [6, 7, 8, 13].

The definitions of radio number and radio mean number are taken from [5] and [10]. In this
paper, the upper bounds of radio numbers and radio mean numbers for honeycomb and honey-
comb torus networks are determined.

2 Honeycomb Network

Definition 2.1. An n-dimensional honeycomb network is denoted as HCnwhere n is the number
of hexagons between central and boundary of hexagon. Honeycomb networkHCn is constructed
from HCn−1 by adding a layer of hexagons around the boundary of HCn−1. The number of
vertices in the honeycomb network HCn are 6n2 and the number of edges is 9n2 − 3n. The
diameter of the honeycomb network is 4n− 1 [8, 13].
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Theorem 2.2. For, HCn, n ≥ 2, rn(HCn) ≤ 24n3 − 16n2 − 2n+ 3.

Proof. The vertices of HCn are labeled as we see in Figure 1. We know that diam(HCn) =
4n− 1.

Define a mapping π : V (HCn)→ N as follows
π(vi) = 4n(i− 1)− 2i+ 3, 1 ≤ i ≤ 6n2 − n
π(ui) = 4n(i− 1)− 2i+ 4, 1 ≤ i ≤ n.

Claim: The mapping π is a radio labeling and need to prove that d(u, v) + |π(u) − π(v)| ≥
1 + diam(HCn) = 4n holds for all pairs of vertices (u, v), where u 6= v.

Case I: Suppose u = vk and v = vl, 1 ≤ k 6= l ≤ 6n2 − n, |k − l| > 1.
Then,

π(u) = 4n(k − 1)− 2k + 3
π(v) = 4n(l − 1)− 2l+ 3 and d(u, v) ≥ 1.

Hence, d(u, v) + |π(u)− π(v)| ≥ 1 + |(4n− 2)(k − l)| ≥ 4n.

Case II: Suppose u = uk and v = ul, 1 ≤ k 6= l ≤ n.
Then,

π(u) = 4n(k − 1)− 2k + 4
π(v) = 4n(l − 1)− 2l+ 4 and d(u, v) ≥ 2.

Hence, d(u, v) + |π(u)− π(v)| ≥ 2 + |(4n− 2)(k − l)| ≥ 4n.

Case III: Suppose u = uk and v = vl, 1 ≤ k, l ≤ n.
Then,

π(u) = 4n(k − 1)− 2k + 4
π(v) = 4n(l − 1)− 2l+ 3 and d(u, v) ≥ 4n− 1.

Hence, d(u, v) + |π(u)− π(v)| ≥ 4n− 1 + |(4n− 2)(k − l) + 1| ≥ 4n.

Case IV: Suppose u = uk and v = vl, 1 ≤ k ≤ n, n+ 1 ≤ l ≤ 6n2 − n, |k − l| > 1.
Then,

π(u) = 4n(k − 1)− 2k + 4
π(v) = 4n(l − 1)− 2l+ 3 and d(u, v) ≥ 1.

Hence, d(u, v) + |π(u)− π(v)| ≥ 1 + |(4n− 2)(k − l) + 1| ≥ 4n.

Case V: Suppose u = vk and v = vl, 1 ≤ k 6= l ≤ 6n2 − n, |k − l| = 1.
Then,

π(u) = 4n(k − 1)− 2k + 3
π(v) = 4n(l − 1)− 2l+ 3 and d(u, v) ≥ 2.

Hence, d(u, v) + |π(u)− π(v)| ≥ 2 + |(4n− 2)(k − l)| ≥ 4n.

Thus d(u, v) + |π(u)− π(v)| ≥ 4n for all u, v ∈ V (HCn), n ≥ 2. These five cases establish
the claim that π is a radio labeling of HCn. Since the vertex v6n2−n receives the maximum label,
the radio number of honeycomb HCn satisfies rn(HCn) ≤ 24n3 − 16n2 − 2n+ 3.

Theorem 2.3. For, HCn, n ≥ 2, rmn(HCn) ≤ 6n2 + 4n− 6.

Proof. The vertices of HCn are labeled as we see in Figure 2. We know that diam(HCn) =
4n− 1.

Define a mapping π : V (HCn)→ N as follows

π(vi) =


4(n− 1) + i, 1 ≤ i ≤ 3n2

4, i = 3n2 + 1
4(n− 1) + (i− 1), 3n2 + 2 ≤ i ≤ 6n2 − 1
1, i = 6n2.
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Figure 1. Radio Labeling of HC2

Claim: The mapping π is a radio labeling and need to prove that d(u, v) + dπ(u)+π(v)2 e ≥
1 + diam(HCn) = 4n is true for every pair of vertices (u, v), where u 6= v.

Case I: Suppose u = v6n2 and v = v3n2+1.
Then,

π(u) = 1
π(v) = 4 and d(u, v) = 4n− 3.

Hence, d(u, v) + dπ(u)+π(v)2 e ≥ 4n− 3 + d 5
2e = 4n.

Case II: Suppose u = vk and v = vl, 1 ≤ k 6= l ≤ 3n2, 3n2 + 2 ≤ k 6= l ≤ 6n2 − 1.
Then,

π(u) = 4(n− 1) + k
π(v) = 4(n− 1) + (l − 1) and d(u, v) ≥ 1.

Hence, d(u, v) + dπ(u)+π(v)2 e ≥ 1 + d 8n−9+k+l
2 e ≥ 4n.

Case III: Suppose u = vk and v = vl, 1 ≤ k 6= l ≤ 3n2.
Then,

π(u) = 4(n− 1) + k
π(v) = 4(n− 1) + l and d(u, v) ≥ 1.

Hence, d(u, v) + dπ(u)+π(v)2 e ≥ 1 + d 8n−8+k+l
2 e ≥ 4n.

Case IV: Suppose u = vk and v = vl, 3n2 + 2 ≤ k 6= l ≤ 6n2 − 1.
Then,

π(u) = 4(n− 1) + (k − 1)
π(v) = 4(n− 1) + (l − 1) and d(u, v) ≥ 1.

Hence, d(u, v) + dπ(u)+π(v)2 e ≥ 1 + d 8n−10+k+l
2 e ≥ 4n.

Case V: Suppose u = v3n2+1 and v = vl, 1 ≤ l ≤ 3n2.
Then,

π(u) = 4
π(v) = 4(n− 1) + l and d(u, v) ≥ 1.

Hence, d(u, v) + dπ(u)+π(v)2 e ≥ 1 + d 4n+l
2 e ≥ 4n.

Case VI: Suppose u = v3n2+1 and v = vl, 3n2 + 2 ≤ l ≤ 6n2 − 1.
Then,

π(u) = 4
π(v) = 4(n− 1) + (l − 1) and d(u, v) ≥ 1.

Hence, d(u, v) + dπ(u)+π(v)2 e ≥ 1 + d 4n+l−1
2 e ≥ 4n.

Therefore, for all u, v ∈ V (HCn), n ≥ 2, d(u, v) + dπ(u)+π(v)2 e ≥ 4n. Hence these cases
verify the claim that π is a radio mean labeling of HCn. Since the vertex v6n2−1 receives the
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maximum label, the radio number of honeycombsHCn satisfies rmn(HCn) ≤ 6n2+4n−6.

Figure 2. Radio Mean Labeling of HC2

3 Honeycomb Torus Network

Definition 3.1. The honeycomb torus network is created by linking pairs of honeycomb mesh
nodes of degree two. HCT (r) is obtained by adding a layer of hexagons around the boundary
of HC(r − 1), with wraparound edges. The number of vertices and edges of HCT (r) are 6r2

and 9r2 respectively [9].

Theorem 3.2. For, HCTn, n ≥ 2, rn(HCTn) ≤ 12n3 − 6n2 − 2n+ 2.

Proof. The vertices ofHCTn are labelled as we see in Figure 3. We know that diam(HCTn) =
2n.

Define a mapping π : V (HCTn)→ N as follows,
π(vi) = 2n(i− 1)− i+ 2, 1 ≤ i ≤ 6n2.

Claim: The mapping π is a radio labeling and we need to prove that d(u, v)+|π(u)−π(v)| ≥
1 + diam(HCTn) = 2n+ 1 is true for every pair of vertices (u, v), where u 6= v.

Case I: Suppose u = vk and v = vl, 1 ≤ k 6= l ≤ 6n2, |k − l| > 1.
Then,

π(u) = 2n(k − 1)− k + 2
π(v) = 2n(l − 1)− l+ 2 and d(u, v) ≥ 1.

Hence, d(u, v) + |π(u)− π(v)| ≥ 1 + |(2n− 1)(k − l)| ≥ 2n+ 1.

Case II: Suppose u = v1 and v = vl, 2 ≤ l ≤ 6n2.
Then,

π(u) = 2n(1− 1)− k + 2 = 1
π(v) = 2n(l − 1)− l+ 2 and d(u, v) ≥ 1.

Hence, d(u, v) + |π(u)− π(v)| ≥ 1 + |(2n− 1)(1− l)| ≥ 2n+ 1.

Case III: Suppose u = vk and v = vl, 1 ≤ k 6= l ≤ 6n2, |k − l| = 1.
Then,

π(u) = 2n(k − 1)− k + 2
π(v) = 2n(l − 1)− l+ 2 and d(u, v) ≥ 2.

Hence, d(u, v) + |π(u)− π(v)| ≥ 2 + |(2n− 1)(k − l)| ≥ 2n+ 1.

Thus for all (u, v) ∈ V (HCTn), n ≥ 2, d(u, v) + |π(u) − π(v)| ≥ 2n + 1. Here all the
three cases confirm the claim that π is a radio labeling of HCTn. Since the vertex v6n2 accepts



Radio Labeling of Certain Networks 79

the maximum label, the radio number of honeycomb torus satisfies rn(HCTn) ≤ 12n3 − 6n2 −
2n+ 2.

Figure 3. Radio Labeling of HCT2

Theorem 3.3. For, HCTn, n ≥ 2, rmn(HCTn) ≤ 6n2 + n− 2.

Proof. The proof is closely connected to the Theorem 2.3. Radio mean labeling of honeycomb
torus HCT2 is shown in Figure 4.

Figure 4. Radio Mean Labeling of HCT2

Conclusion

We have found the upper bounds of radio numbers and radio mean numbers for honeycomb
and honeycomb torus networks. The radio and radio mean number of Benes network is under
investigation.
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ABSTRACT
Fullerenes are an allotrope of carbon that create polyhedral cages. Their bond structures match the
sole pentagon and hexagonal-faced planar cubic graphs. Several chemical properties of fullerenes
can be studied using its graph structure. Any graph that models a particular molecular structure can
be given a topological index or molecular descriptor. Based on the molecular descriptor, it is easy
to assess mathematical data and conduct further research on a molecule’s physicochemical char-
acteristics. It is a beneficial technique to replace time-consuming, expensive, and labour-intensive
laboratory experiments. Molecular descriptors play a significant role in molecular structural analysis
by investigating quantitative structure-activity relationships (QSARs) and quantitative structure-
property relationships (QSPRs). In this study, some novel degree-based topological indices, mul-
tiplicative degree-based topological indices, and entropy versions for fullerene cages C36D6h and
C30D5h have been computed and derived formula for them. Also, we have obtained the numerical
computation and graphical representation of degree-based topological indices and entropy values
of C36D6h and C30D5h. Understanding the topology of precursor fullerenes is undoubtedly aided by
the results of our computations.
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1. Introduction

Chemical graph theory refers to the application of
graph theory to chemistry. Thismultidisciplinary science
applies graph theory techniques to address chemistry-
related problems (such as isomer enumeration, structure
elucidation, etc.) and hence has an impact on chem-
istry and mathematics. Since the beginning of chem-
istry, mathematics has been utilised to develop quan-
titative and qualitative models that aid in understand-
ing the world of chemistry by grasping the constituent
parts of molecules. Mathematical models of molecules
are developed using graph theory to reveal the physical

CONTACT S. Roy roy.santiago@vit.ac.in Department of Mathematics, Vellore Institute of Technology, Vellore 632014, India

characteristics of chemical substances [1]. Some physi-
cal features, such as boiling point, are connected to the
compound’s geometric structure. Chemical graph theory
is primarily concerned with the relationship between a
compound’s molecular graph and its various properties
and functions [2].

Only carbon compounds, especially nanoscale mate-
rials, are fascinating and draw the attention of scientists
from various fields. Carbon atoms have an unusual ten-
dency to link to other carbon atoms through covalent
bonds, forming a broad range of large and small molec-
ular structures [3]. Fullerenes are polyhedral cages of
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sp2 hybridised carbon clusters formed by 12 pentagons,
and a variable number of hexagons [4]. The number of
hexagons in a fullerene with 20+ 2n carbon atoms is n
[3]. The number of carbon atoms in a fullerene’s struc-
ture determines its name [5]. The standard formula for
fullerene isCn, where n is an even number and represents
the number of carbon atoms in the cage [6].

The chemical and physical properties of different
fullerene isomers can vary significantly depending on the
geometry and topology. Fullerenes satisfy the EULER’s
theorem, which states that exactly 12 pentagons must be
present in a closed construction made up of hexagons
and pentagons [7]. According to this theorem, the most
stable, smallest and symmetrical fullerene is C60 (Buck-
yball), which doesn’t have any adjacent pentagons and
it is spherical in shape [7]. Smaller fullerenes resemble
asteroids [7]. The lower fullerenes have mostly attracted
theoretical attention because pentagon adjacencies can-
not be avoided and are predicted to cause high reactivity
and poor stability [8]. Reactivity can be attributed to high
strain energy [9]. According to the pentagon adjacency
penalty rule (PAPR), for isomers of lower fullerenes, the
one with the least pentagon adjacency is energetically
most stable [10]. Twelve pentagons and five hexagons
make up the elliptical-shaped C30 fullerene [11]. The
molecular characteristics showed that C30 fullerene was
more reactive than C60 fullerene [11]. Theoretical stud-
ies of C30 showed that C2V isomer is the most stable one
[12]. In the C30 fullerene structure, there are two soli-
tary pentagons with opposite faces surrounded by five
more pentagons each [13]. According to experimental
findings, C30, is the smallest stable fullerene [13]. The
first large-scale production of a smaller fullerene, which
is more chemically reactive than C60 was made by Piskoti
and co-workers using the arc-discharge process to cre-
ate C36 crystal [14]. At the beginning of the fullerene
study, C36 was one of the magic-number tiny fullerenes
discovered by mass spectroscopy [15]. A class of intrigu-
ingmaterials with novel structural and electrical features,
including covalent bonding, strong reactivity, large steric
strain, low gap, high strength, and superconductivity, are
thought to be made of this fullerene, and its derivatives
[15]. There are 15 conventional fullerene isomers in C36.
Among them, the D6h and D2d isomers have minimal
neighbouring pentagons and are therefore possibilities
for the structure with the greatest stability [8, 16]. Dif-
ferent fullerene isomers can have significantly different
chemical and physical properties due to variations in
their geometry and topology [17].

Fullerenes have a remarkable three-dimensional struc-
ture, a high specific surface area, good electrical conduc-
tivity, and high chemical stability [18]. They can undergo

a wide range of reactions, including reduction, oxidation,
hydrogenation, halogenation, radical reactions, nucle-
ophilic reactions, reactions involving transition metal
complexes, regioselective processes, and so on [19]. Var-
ious fullerene/semiconductor nanocomposites are help-
ful in the wastewater treatment process [20]. Due to
their electronegative solid nature, they readily form com-
poundswith atoms that donate electrons,most frequently
alkali metals [3]. Numerous researchers are investigating
the use of this molecule and its functionalised deriva-
tives in the areas like medicine, photovoltaics, cataly-
sis, adsorption and separation, gas adsorption/storage,
and pharmaceuticals due to their distinctive physical and
chemical properties [21]. Their binding structures are
identical to planar cubic graphs with only a pentagon and
hexagonal face and can be used to deduce a number of its
chemical characteristics [4].

A fundamental challenge in theoretical chemistry is
correctly predicting the physicochemical features of dif-
ferent compounds since chemical graphs can be used
to describe chemical compounds. One of the critical
techniques in chemical graph theory is the topological
index. It is a method of numerically representing a com-
pound’s molecular structure [22]. A topological index,
therefore, has a close relationship with certain physi-
cal and chemical characteristics of substances. Quan-
titative structure-property and quantitative structure-
activity relationships (QSPR/QSAR) are mathematical
models that link substances’ physical, chemical, and bio-
logical properties and activities to their chemical struc-
tures [23]. It uses the topological index to convey molec-
ular properties without a wet lab. Topological indices are
employed in QSPR/QSAR analysis as a mapping from a
set of graphs to a group of real numbers that describe
the graph’s topology. For isomorphic graphs, it doesn’t
change. Topological indices can be calculated using
their standard definitions, which is time-consuming if
one wants to derive numerous indices for a particular
category [24].

The research on a degree-based topological index for
specific chemical structures is generally limited, even
though the molecular structure of several substances has
been studied [22]. Therefore, the mathematical study
of the topological index of the molecular structure of
importance is of great interest to researchers. This paper
aims to investigate the fullerene structure’s degree-based
topological index [23, 24]. These results can guide the
application of these substances in the physical and chem-
ical areas. It is generally known that compounds with
network structures, biological and chemical character-
istics and topological indices have a close relationship
[25–27].
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Graph entropy was created to describe the complexity
of graphs. Entropy was initially used for communication
and information by Shannon [28]. It is possible to inter-
pret the entropy of a probability distribution as both a
measure of information and uncertainty. In actuality, the
quantity of knowledge we gain from observing an exper-
iment’s conclusion can be equated mathematically to the
degree of ambiguity around the experiment’s outcome
before its execution [29, 30]. It was created to demon-
strate the complexity of information transmission and
communication. Still, it now has a wide range of use-
ful applications in a range of scientific areas, including
physical dissipative structures, biological systems, engi-
neering domains, and others [31, 32]. The two types
of graph entropies are deterministic and probabilistic,
respectively. The probabilistic category is the focus of this
work since it is widely employed in various domains, such
as communication and the description of chemical struc-
tures. In addition, statistical methods are separated into
intrinsic and extrinsic categories. In intrinsic measures,
a probability distribution across the subsets of a graph
with similar structural similarities is found [33, 34]. Ver-
tices or edges in the graph are given a probability function
for extrinsic measurements. This probability distribution
function can be transformed into a numerical number to
produce probabilistic measures of graph complexity [35].

2. Fullerene structures

Fullerenes are all carbon molecules discovered in 1985
[36]. They have a hollow cage structure with a spheri-
cal or elliptical form. Fullerenes have specified unknown
predictions in biomedicine, catalysis, superconduction,
and photovoltaic over the past 30 years because of the
ongoing advancement of fullerene manufacturing tech-
nology [37–40]. Nano molecules play a significant role
in the prevention, uncovering, imaging, drug admin-
istration, catalysis, and biosensing of cancer [41–50].
Fullerene molecules exhibit distinct nanostructures,
exceptional biocompatibility, distinctive electrical prop-
erties, and photophysical characteristics. Physicochemi-
cal properties of the gage-shape of Fullerene C30D5h and
the gage-shape of Fullerene C36D6h are studied in this
article. In this study, we consider all the atoms to be called
vertices and all the covalent bonds are called edges.

Fullerene structure has a primitive unit cell C36D6h
called the β1-cage containing 36 vertices and 54 edges in
which six hexagons, twelve pentagons are connected and
also fullerene structure has a primitive unit cell C30D5h,
called the β2-cage containing 30 vertices and 45 edges
in which five hexagons, ten pentagons are connected by
sharing a common edge as shown in Figure 1. In this
fullerene structure, β1, β2-cages are attached through the

Figure 1. Fullerene structures C36D6h and C30D5h. (a)β1-cage. (b)
β2-cage.

double 4-membered ring with each other and grouped
in a simple cubic structure and such a method that great
cages (α1, α2-cages) are designed among the β1, β2-cages
where both α1, α2-cages is an Archimedes polyhedron
like a Figure 2 of [51].

The metal atoms incorporation into the fullerene cage
results in a variety of unusual characteristics. Fullerenes
and their derivatives are highly relevant in terms of
technology. Time-consuming purification procedures,
unusual solubility, and restricted control over regioselec-
tive derivatization remain obstacles to synthetic access
and use. By placing the fullerene β1-cage in a (p, q, r)-
dimensional cuboid known as C36D6h cuboid and it is
shown to the readers as front view (See Figure 3(a)), side
view (See Figure 3(b)), top view(See Figure 3(c)). The
fullerene β2-cage in a (p, q)-dimensional lattice sheet is
known as C30D5h lattice sheet (See Figure 2). For clari-
fication, we have shown a particular dimension views of
C30D5h(4, 5) and C36D6h(4, 5, 3) (See Figure 4).

A graphic framework of the unit cell in the fullerene
structure is specified in the same Figure 1 and we rep-
resent it as C36D6h(1, 1, 1) (β1-cage) and C30D5h(1, 1, 1)
(β2-cage) due to the amount of β1, β2-cages.

When we array the unit cell of fullerene struc-
ture in cuboid form resulting in more generalised
fullerene materials and represented by C36D6h(p, q, r)
and C30D5h(p, q, r) where p, q, r ≥ 1. It is certainly
realised from the measures of β1, β2-cages that |V(C36
D6h(p, q, r))| = P1 = 36pqr, |V(C30D5h(p, q, r))| = P2 =
30pq, |E(C36D6h(p, q, r))| = Q1 = 68pqr − 2pq − 6pr −
6qr and |E(C30D5h(p, q, r))| = Q2 = 52pq − 5q − 2p. In
this section, for the sake of readers comprehension, we
have depicted the front view, side view, and top view of
the schematic frameworks of C36D6h and lattice sheet of
C30D5h.(See Figures 2 and 3).
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Figure 2. C30D5h structure view.

3. Preliminaries andmathematical
terminologies

A number, a polynomial, a series of integers, or a matrix
representing the whole graph may be used to identify a
graph. Each of these representations aims to be specified
explicitly for that graph. A topological index is a numer-
ical value that describes the topology of a graph and is
unaffected by graph automorphism. Topological indices
may be divided into many broad categories, including
degree-based topological indices, distance-based topo-
logical indices, polynomials linked to counting [52].
Degree-based topological indices are of tremendous sig-
nificance and are especially important in chemical graph
theory and chemistry.

In this study, γ1 and γ2 are consider as a connected
graphs C36D6h and C30D5h respectively. The letters

|V(γ1)| = P1, |V(γ2)| = P2, |E(γ1)| = Q1 and |E(γ2)| =
Q2 respectively, stand for the vertex set and edge set.
Let du is the degree of the vertex u, where u ∈ γ . We
employed edge-partitioning approaches to obtain mul-
tiplicative topological indices and degree-based entropy
measurements for the fullerene structure.

Now, Table 1 [53–60] and Table 2 [61–70] respectively
present various degree-based topological descriptors and
multiplicative degree-based topological descriptors.

4. Methodology

Among our fundamental discoveries are topological
indices, multiplicative indices, and entropy values of
C30D5h and C36D6h. Flash8 and Chem Draw Ultra are
used to illustrate the structures.We converted theC30D5h
and C36D6h molecules into a molecular graph. Then, we
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Figure 3. C36D6h structure views. (a) C36D6h(p, q, 1)−front view. (b) C36D6h(p, 1, r)-side view. (c) C36D6h(1, q, r)-top view.

use degree counting, edge partitioning, analytical proce-
dures, graph theoretical tools, and combinatorial com-
putation to get it our conclusions. The degree of the
terminal vertices of C30D5h and C36D6h was originally
discovered using edge partitioning. Next, we use Tables 1
and 2 to compute the topological indices and multiplica-
tive topological indices of C30D5h and C36D6h. MATLAB
2019 is used to calculate the entropy, numerical values
of entropies, and numerical values of topological indices
for C30D5h and C36D6h. Maple 2022 is used to create the
entropy surface plot. The software Origin 2020 is also
used to compare numerical outcomes.

5. Main results

In this section, we have done the results of all topological
indices of Tables 1 and 2. Table 3, below illustrates how
the structure’s edges are divided.

Theorem 5.1: Let γ1 be C36D6h. Then degree based topo-
logical descriptors are

(1) M1(γ1) = 520pqr − 28pq − 84pr − 84qr
(2) M2(γ1) = 992pqr − 70pq − 220pr − 220qr + 4r
(3) RM2(γ1) = 540pqr − 44pq − 142pr − 142qr + 4r
(4) HM(γ1) = 3992pqr − 288pq − 884pr − 884qr + 8r

(5) AZ(γ1) = ((125943808q−26424218)p−26424218q+1168814)r
108000

− 7834061pq
108000

(6) R(γ1) = (((24q−4)p−4q−8)r−8pq)
√
3

6 + ((66q+7)p+7q+14)r
6

+ 7pq
3

(7) RR(γ1) = 14pq − 28pr − 28qr + 28r + 2
√
3 (24pq

r − 8pq − 4pr − 4qr − 8r) + 176pqr
(8) RRR(γ1) = 8pq − 26pr − 26qr + 20r + √

6 (24pq
r − 8pq − 4pr − 4qr − 8r) + 132pqr

(9) H(γ1) = ((750q+1)p+q+2)r
42 + pq

21

(10) SC(γ1) =

(((140p + 140q + 28)r + 70pq)
√
3

+((462q − 231)p − 231q + 42)
r − 42pq)

√
2

42 +
24

√
7 (((q− 1

6 )p− q
6− 1

3 )r− pq
3 )

7
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Figure 4. Example for C36D6h and C30D5h. (a) C36D6h(4, 5, 1)−front view. (b) C36D6h(4, 1, 3)-side view. (c) C36D6h(1, 5, 3)-top view. (d)
C30D5h(4, 5).

(11) GA(γ1) = (((96q−16)p−16q−32)r−32pq)
√
3

7
+ ((308q−14)p−14q+56)r

7 + 6pq
(12) IS(γ1) = ((904q−146)p−146q+2)r

7 − 47pq
7

(13) SD(γ1) = ((414q−37)p−37q−2)r
3 − 14pq

3
(14) F(γ1) = 2008pqr − 148pq − 444pr − 444qrq

(15) ABC(γ1) = 2
√

(20p+20q+4)r+10pq
3

+
√

((90q−15)p−15q−30)r−30pq
3

+
√

((66q−33)p−33q+6)r−6pq
2

Proof: Let γ1 be a C36D6h. The total number of vertices
P1 and edgesQ1 of γ1 are 36pqr and 68pqr−2pq−6pr−6qr
respectively. Based on the vertex degree, we have

done edge partitions of γ1. The following result of
M1(γ1) is obtained by applying the edge partitions
(See Table 3) in the definition of the first Zagreb
index. And followed by the results of other topological
descriptors(See Table 1) are also obtained Theorem 5.1
(2–15).

(1) M1(γ1) = (3 + 3)(10pq + 20qr + 20pr + 4r) + (3 +
4)(24pqr − 8pq − 4qr − 4pr − 8r) + (4 + 4)(44pqr −
4pq − 22qr − 22pr + 4r) = 520pqr − 28pq − 84pr −
84qr. �

Theorem 5.2: Let γ1 be C36D6h. Then degree based mul-
tiplicative topological descriptors are
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Table 1. Degree based topological indices.

First Zagreb Index M1(γ ) = ∑
uv∈E(γ )[du + dv ]

Second Zagreb Index M2(γ ) = ∑
uv∈E(γ )[du × dv ]

Reduced Second Zagreb Index RM2(γ ) = ∑
uv∈E(γ )[(du − 1)(dv − 1)]

Hyper Zagreb Index HM(γ ) = ∑
uv∈E(γ )[du + dv ]2

Augmented Zagreb Index AZ(γ ) = ∑
uv∈E(γ )[

du × dv
du + dv − 2

]3

Randić Index R(γ ) = ∑
uv∈E(γ )[

1√
dudv

]

Reciprocal Randić Index RR(γ ) = ∑
uv∈E(γ )[

√
dudv ]

Reduced Reciprocal Randić Index RRR(γ ) = ∑
uv∈E(γ )[

√
(du − 1)(dv − 1)]

Harmonic Index H(γ ) = ∑
uv∈E(γ )[

2

du + dv
]

Sum Connectivity Index SC(γ ) = ∑
uv∈E(γ )

1√
du + dv

Geometric Arithmetic Index GA(γ ) = ∑
uv∈E(γ )

2
√
dudv

du + dv

Inverse Sum Index IS(γ ) = ∑
uv∈E(γ )

dudv
du + dv

Symmetric Division Index SD(γ ) = ∑
uv∈E(γ )

du
2 + dv

2

dudv
Forgotten index F(γ ) = ∑

uv∈E(γ ) du
2 + dv

2

Atom Bond Connectivity Index ABC(γ ) = ∑
uv∈E(γ )

√
du + dv − 2

dudv

Table 2. Multiplicative degree based topological indices.

Multiplicative First Zagreb
Index

MM1(γ ) = ∏
uv∈E(γ )[du + dv ]

Multiplicative Second Zagreb
Index

MM2(γ ) = ∏
uv∈E(γ )[du × dv ]

Multiplicative Reduced Second
Zagreb Index

MRM2(γ ) = ∏
uv∈E(γ )[(du − 1)(dv − 1)]

Multiplicative Hyper Zagreb
Index

MHM(γ ) = ∏
uv∈E(γ )[du + dv ]2

Multiplicative Augmented
Zagreb Index

MAZ(γ ) = ∏
uv∈E(γ )[

du × dv
du + dv − 2

]3

Multiplicative Randić Index MR(γ ) = ∏
uv∈E(γ )[

1√
dudv

]

Multiplicative Reciprocal
Randić Index

MRR(γ ) = ∏
uv∈E(γ )[

√
dudv ]

Multiplicative Reduced
Reciprocal Randić Index

MRRR(γ ) = ∏
uv∈E(γ )[

√
(du − 1)(dv − 1)]

Multiplicative Harmonic Index MH(γ ) = ∏
uv∈E(γ )[

2

du + dv
]

Multiplicative Sum
Connectivity Index

MSC(γ ) = ∏
uv∈E(γ )

1√
du + dv

Multiplicative Geometric
Arithmetic Index

MGA(γ ) = ∏
uv∈E(γ )

2
√
dudv

du + dv

Multiplicative Inverse Sum
Index

MIS(γ ) = ∏
uv∈E(γ )

dudv
du + dv

Multiplicative Symmetric
Division Index

MSD(γ ) = ∏
uv∈E(γ )

du
2 + dv

2

dudv

Multiplicative Forgotten index MF(γ ) = ∏
uv∈E(γ ) du

2 + dv
2

Multiplicative Atom Bond
Connectivity Index

MABC(γ ) = ∏
uv∈E(γ )

√
du + dv − 2

dudv

(1) MM1(γ1) = 610pq+20pr+20qr+4r

× 724pqr−8pq−4pr−4qr−8r

× 844pqr−4pq−22pr−22qr+4r

(2) MM2(γ1) = 2224pqr−32pq−96pr−96qr

× 324pqr+12pq+36pr+36qr

(3) MRM2(γ1) = 3112pqr−16pq−48pr−48qr

× 224pqr+12pq+36pr+36qr

(4) MHM(γ1) = 3610pq+20pr+20qr+4r

× 4924pqr−8pq−4pr−4qr−8r

× 6444pqr−4pq−22pr−22qr+4r

(5) MAZ(γ1) = ( 72964 )10pq+20pr+20qr+4r

× ( 1728125 )24pqr−8pq−4pr−4qr−8r

× ( 51227 )44pqr−4pq−22pr−22qr+4r

(6) MR(γ1) = 1
310pq+20pr+20qr+4r

((
√
3
6 )68pqr−12pq−26pr−26qr−4r)

(7) MRR(γ1) = 2112pqr−16pq−48pr−48qr

× 312pqr+6pq+18pr+18qr

(8) MRRR(G) = 212pqr+6pq+18pr+18qr

× 356pqr−8pq−24pr−24qr

(9) MH(γ1) = ( 27 )24pqr−8pq−4pr−4qr−8r×2−88pqr+8pq+44pr+44qr−8r

310pq+20pr+20qr+4r

(10) MSC(γ1) =
(
√
2
4 )44pqr−4pq−22pr−22qr+4r

×(
√
7
7 )24pqr−8pq−4pr−4qr−8r

65pq+10pr+10qr+2r

(11) MGA(γ1) = 2(−44pqr−6pq+2pr+2qr−8r+3)

× ( 2
√
3

7 )24pqr−8pq−4pr−4qr−8r

(12) MIS(γ1) = ( 32 )
10pq+20pr+20qr+4r

× ( 127 )24pqr−8pq−4pr−4qr−8r

× 244pqr−4pq−22pr−22qr+4r

(13) MSD(γ1) = 244pqr+6pq−2pr−2qr+8r

× ( 2512 )
24pqr−8pq−4pr−4qr−8r

(14) MF(γ1) = 1810pq+20pr+20qr+4r

× 2524pqr−8pq−4pr−4qr−8r

× 3244pqr−4pq−22pr−22qr+4r

(15) MABC(γ1) = ( 23 )
10pq+20pr+20qr+4r

× (
√
15
6 )24pqr−8pq−4pr−4qr−8r

× (
√
6
4 )44pqr−4pq−22pr−22qr+4r

Proof: Let γ1 be C36D6h. The total number of vertices P1
and edges Q1 of γ1 are 36pqr and 68pqr−2pq−6pr−6qr
respectively. Based on the vertex degree, we have done
edge partitions of γ1. The following result of MM1(γ1)

is obtained by applying the edge partitions (See Table 3)
in the definition of the first multiple Zagreb index.
And followed by the results of other multiplicative

Table 3. Edge partition of γ1 and γ2.

Fullerene (3, 3) (3, 4) (4, 4)

γ1 10pq+ 20qr+ 20pr+ 4r 24pqr−8pq−4qr−4pr−8r 44pqr−4pq−22qr−22pr+ 4r
γ2 10p+ 20q+ 15pq 18pq−10q−8p 19pq−15q−4p
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topological descriptors(See Table 2) are also obtained
Theorem 5.2(2–15)

(1) MM1(γ1) = (3 + 3)(20pr+20qr+4r+10pq)

× (3 + 4)(−4pr−4qr+24pqr−8pq−8r)

× (4 + 4)(−22pr−22qr+44pqr−4pq+4r)

= 610pq+20pr+20qr+4r × 724pqr−8pq−4pr−4qr−8r

× 844pqr−4pq−22pr−22qr+4r �

Theorem 5.3: Let γ2 be C30D5h. Then degree based topo-
logical descriptors are

(1) M1(γ2) = 368pq − 70q − 28p
(2) M2(γ2) = 655pq − 180q − 70p
(3) RM2(γ2) = 339pq − 115q − 44p
(4) HM(γ2) = 2638pq − 730q − 288p
(5) AZ(γ2) = 1

216000 (168477337pq − 42092340q
− 15668122p)

(6) R(γ2) = 1
12 (pq(36 × 3

1
2 + 117) − q(20 × 3

1
2 − 35) −

p(16 × 3
1
2 − 28))

(7) RR(γ2) = 14p + 121pq − 2 × 3
1
2 (8p + 10q − 18pq)

(8) RRR(γ2) = 8p − 5q + 87pq − 6
1
2 (8p + 10q − 18pq)

(10) SC(γ2) = (15pq+10p+20q)√
6

+ (18pq−8p−10q)√
7

+ (19pq−4p−15q)√
8

(12) IS(γ2) = 1
14 (1279pq − 240q − 94p)

(13) SD(γ2) = 633pq − 65q − 28p
(14) F(γ2) = 1328pq − 370q − 148p
(15) ABC(γ2) = (

15pq
2 − 25q

6 − 10q
3 )

1
2

+ (
57pq
8 − 45q

8 − 3p
2 )

1
2 + (

40p
9 + 80q

9 + 20pq
3 )

1
2

Proof: Let γ2 be C30D5h. The total number of vertices P2
and edges Q2 of γ2 are 30pq and 52pq−5q−2p respec-
tively. Based on the vertex degree, we have done edge par-
titions of γ2. The following result ofM1(γ2) is obtained by
applying the edge partitions (SeeTable 3) in the definition
of the first Zagreb index. And followed by the results
of other topological descriptors(See Table 1) are also
obtained Theorem 5.3(2–15)

(1) M1(γ2) = (3 + 3)(15pq + 10p + 20q) + (3 + 4)
(18pq − 8p − 10q) + (4 + 4)(19pq − 4p − 15q)
= 368pq − 70q − 28p. �

Theorem 5.4: Let γ2 be C30D5h. Then degree based mul-
tiplicative topological descriptors are

(1) MM1(γ2) = 610p+20q+15pq × 718pq−10q−8p

× 819pq−15q−4p

(2) MM2(γ2) = 910p+20q+15pq × 1218pq−10q−8p

× 1619pq−15q−4p

(3) MRM2(γ2) = 410p+20q+15pq × 618pq−10q−8p

× 919pq−15q−4p

(4) MHM(γ2) = 3610p+20q+15pq × 4918pq−10q−8p

× 6419pq−15q−4p

(5) MAZ(γ2) = ( 72964 )10p+20q+15pq × ( 1728125 )18pq−10q−8p

× ( 51227 )19pq−15q−4p

(6) MR(γ2) = ( 13 )
10p+20q+15pq × ( 3

1
2
6 )18pq−10q−8p

× ( 3
1
2
6 )19pq−15q−4p

(7) MRR(γ2) = 310p+20q+15pq × 419pq−15q−4p

× (2 × 3
1
2 )18pq−10q−8p

(8) MRRR(γ2) = 210p+20q+15pq × 319pq−15q−4p

× (6
1
2 )18pq−10q−8p

(9) MH(γ2) = ( 14 )
19pq−15q−4p × ( 27 )

18pq−10q−8p

× ( 13 )
10p+20q+15pq

(10) MSC(γ2) = (2
1
8 )19pq−15q−4p × (6

1
12 )10p+20q+15pq

× (7
1
14 )18pq−10q−8p

(11) MGA(γ2) = 4( 12 )
19pq−15q−4p × ( 12 )

10p+20q+15pq

× (2 × (3)
1
2

7 )18pq−10q−8p

(12) MIS(γ2) = ( 32 )
10p+20q+15pq × ( 127 )18pq−10q−8p

× 219pq−15q−4p

(13) MSD(γ2) = 219pq−15q−4p × 210p+20q+15pq

× ( 2512 )
18pq−10q−8p

(14) MF(γ2) = 1810p+20q+15pq × 2518pq−10q−8p

× 3219pq−15q−4p

(15) MABC(γ2) = ( 23 )
10p+20q+15pq

× ( 2
1
2 ×3

1
2

4 )19pq−15q−4p

× ( 3
1
2 ×5

1
2

6 )18pq−10q−8p

Proof: Let γ2 be a C30D5h. The total number of ver-
tices P2 and edges Q2 of γ2 are 30pq and 52pq−5q−2p
respectively. Based on the vertex degree, we have done
edge partitions of γ2. The following result of MM1(γ2)

is obtained by applying the edge partitions (See Table 3)
in the definition of the first multiple Zagreb index.
And followed by the results of other multiplicative
topological descriptors (See Table 2) are also obtained
Theorem 5.4(2–15)

(1) MM1(γ2) = (3 + 3)15pq+10p+20q

× (3 + 4)18pq−8p−10q × (4 + 4)19pq−4p−15q

= 610p+20q+15pq × 718pq−10q−8p × 819pq−15q−4p. �

5.1. Degree-based entropymeasures

To calculate entropy values using Shannon’s method, this
section describes constructing the probability function
using neighbourhood degree-based topological indices.
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Because Shannon’s model is the most popular approach,
we utilised it to determine probabilistic entropy [60]-
[68]. The entropy measured using that topological index
TI is given by

ETI(γ ) = log(TI(γ )) − 1
TI(γ )

⎛
⎝ ∑

uv∈E(γ )

f (e)log(f (e))

⎞
⎠

By using the first Zagreb index to calculate the entropy
value for the C36D6h and C30D6h structures, the calcula-
tion procedure is illustrated below. Also, Figures 5 and 6
are the 3D plots of the entopy of the first Zagreb index.

Figure 5. 3D plot of EM1(C36D6h).

Figure 6. 3D plot of EM1(C30D5h).

First Zagreb entropy for C36D6h molecular graph

EM1(γ1)

= log(520pqr − 84pr − 84qr − 28pq)

− (10pq + 20qr + 20pr + 4r)(3 + 3)log(3 + 3)
520pqr − 84pr − 84qr − 28pq

+

(24pqr − 8pq − 4qr − 4pr − 8r)
(4 + 3)log(4 + 3)

+(44pqr − 4pq − 22qr − 22pr + 4r)
(4 + 4)log(4 + 4)

520pqr − 84pr − 84qr − 28pq

= log(520pqr − 28pq − 84pr − 84qr)

− 6(10pq + 20pr + 20qr + 4r) log(6)+
520pqr − 28pq − 84pr − 84qr

+
7(24pqr − 8pq − 4pr − 4qr − 8r) log(7)

+24(44pqr − 4pq − 22pr − 22qr + 4r) log(2)
520pqr − 28pq − 84pr − 84qr

After simplifying this, we obtain

EM1(γ1)

= 1
((130q − 21)p − 21q)r − 7pq

× (((130q − 21)p − 21q)r − 7pq)

× log(((130r − 7)q − 21r)p − 21qr)

+ (((−4q + 60)p + 60q − 30)r − 5pq) log(2)

+ (((−42q + 7)p + 7q + 14)r + 14pq) log(7)

− 15 log(3)((2p + 2q + 2
5
)r + pq).

First Zagreb entropy for C30D5h molecular graph

EM1(γ2) = log(368pq − 70q − 28p)

−
(15pq + 10p + 20q)(3 + 3)log(3 + 3)
+(18pq − 8p − 10q)(4 + 3)log(4 + 3)

368pq − 70q − 28p

+ (19pq − 4p − 15q)(4 + 4)log(4 + 4)
368pq − 70q − 28p

= log(368pq − 70q − 28p)

−

19142417789809141p
281474976710656 + 384462300234069845q

2251799813685248
− 1626966225076201483pq

2251799813685248
28p + 70q − 368pq

After simplifying this, we obtain

EM1(γ2) = log(368pq − 70q − 28p)
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−

153139342318473128p
+384462300234069845q

−1626966225076201483pq
4503599627370496(14p + 35q − 184pq)

.

The first Zagreb index ofC36D6h andC30D5h’s entropy
values are graphically shown in Figures 5 and 6, using
MATLAB 2020. We first create a horizontal grid using
the p and q parameters, then we build a surface on top
of that grid. The entropy values show distinct tendencies
that correlate to various factors, as seen by this graphic.
Depending on the settings, these graphs display different
entropy value characteristics. By modulating topological
indices and entropy via these factors, we may control a
wide range of variables and activities.

Each chemical network’s general entropy formulation
is too lengthy to be given as a Theorem. Concerning each
topological index, the method mentioned above makes
generating any degree-based entropies expression easy.

6. Numerical computation

This section displays the numerical outcomes of degree-
based topological descriptors and entropymeasurements
of the structures C36D6h and C30D5h. The values of the
variables p, q and r range from 1 to 10.

Table 4. Numerical values for degree-based TI for C36D6h.

(p, q, r) (1, 1, 1) (2, 2, 2) (3, 3, 3) (4, 4, 4) (5, 5, 5)

M1 324 3376 12276 30144 60100
M2 486 5904 22206 55344 111270
RM2 216 3016 11640 29328 59320
HM 1944 23728 89304 222624 447640
AZ 615.0938 7103.3 26462 65687 131780
R 18 143.6649 484.5641 1148.3 2242.3
RR 162 1684 6120.8 15027 29958
RRR 108 1194.3 4403.8 10881 21771
H 18 143.3333 483.1429 1144.6 2234.8
SC 22.0454 186.6446 641.5627 1534.6 3013.4
GA 54 486.8513 1705.1 4115.2 8123.7
IS 81 840 3051.9 7491.4 14934
SD 108 985.3333 3460 8360 16513
F 972 11920 44892 111936 225100
ABC 4.899 24.3834 45.4422 69.6682 96.6671
(p, q, r) (6, 6, 6) (7, 7, 7) (8, 8, 8) (9, 9, 9) (10, 10, 10)
M1 105264 168756 253696 363204 500400
M2 195936 315294 475296 681894 941040
RM2 104856 169176 255520 367128 507240
HM 788304 1268568 1912384 2743704 3786480
AZ 231730 372530 561190 804710 1110100
R 3874.4 6151.9 9182.5 13074 17933
RR 52468 84113 126450 181020 249400
RRR 38218 61367 92362 132350 182470
H 3860.9 6130 9149.3 13026 17867
SC 5225.9 8319.7 12443 17743 24367
GA 14137 22562 33805 48273 66371
IS 26153 41925 63024 90225 124300
SD 28748 45892 68773 98220 135060
F 396432 637980 961792 1379916 1904400
ABC 126.1445 157.8795 191.7003 227.4687 265.0705

Table 5. Numerical values for degree-based TI for C30D5h.

(p, q) (1, 1) (2, 2) (3, 3) (4, 4) (5, 5)

M1 270 1276 3018 5496 8710
M2 405 2120 5145 9480 15125
RM2 180 1038 2574 4788 7680
HM 1620 8516 20688 38136 60860
AZ 512.5781 2585.1 6217.7 11410 18163
R 15 59.8923 134.6769 239.3538 373.923
RR 135 636.7077 1505.1 2740.2 4342.1
RRR 90 442.1816 1056.5 1933.1 3071.8
H 15 59.7857 134.3571 238.7143 372.8571
SC 18.3712 76.0315 172.9811 309.2199 484.7479
GA 45 193.6308 445.8923 801.7846 1261.3
IS 67.5 317.7143 750.6429 1366.3 2164.6
SD 90 391 903 1626 2560
F 810 4276 10398 19176 30610
ABC 4.4721 14.9509 23.2466 31.3826 39.46
(p, q) (6, 6) (7, 7) (8, 8) (9, 9) (10, 10)
M1 12660 17346 22768 28926 35820
M2 22080 30345 39920 50805 63000
RM2 11250 15498 20424 26028 32310
HM 88860 122136 160688 204516 253620
AZ 26475 36348 47780 60772 75325
R 538.3846 732.7384 956.9845 1211.1 1495.2
RR 6310.6 8645.9 11348 14416 17852
RRR 4472.7 6135.8 8061.1 10249 12698
H 536.7857 730.5 954 1207.3 1490.4
SC 699.565 953.6714 1247.1 1579.8 1951.7
GA 1824.5 2491.2 3261.7 4135.7 5113.4
IS 3145.7 4309.5 5656 7185.2 8897.1
SD 3705 5061 6628 8406 10395
F 44700 61446 80848 102906 127620
ABC 47.5087 55.541 63.5629 71.5779 79.5879

The generated topological descriptors were plotted
using the Origin 2020b programme for a graphical com-
parison. The results are summarised in Tables 4–7.

This tendency is depicted graphically in three dimen-
sions in Figures 7 and 8. These 3D charts show the
differences between each topological index for a spe-
cific structure. The two different structures that are the
research subject of this article can all have their behaviour
for a particular index compared using the 3D graphs. The
following tables and pictures analyse various entropies of
C30D5h and C36D6h in numerical and graphical ways.

This section will address the γ1 and γ2 comparison
studies using specific p, q, and r values that can be seen in
Tables 4–7 and their associated graphs in Figures 7 and
8. Tables 4 and 5 give the numerical values of different
topological indices and Tables 6 and 7 give the numer-
ical computation of entropy values of γ1 and γ2. Figure
7 shows a comparison of the topological indices of γ1
and γ2. From this study, it is observed that the hyper
Zagreb index is the highest impact than other indices.
However, Entropy comparison (See Figure 8), shows
that for ABC index’s entropy is significantly affected for
γ1 and γ2. The chemists can use these comparisons to
analyse the physiochemical characteristics of γ1 and γ2.
Chemists can anticipate a range of molecular compound
properties using these indices instead of expensive or
time-consuming testing.
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Table 6. Numerical values for degree-based entropies for C30D5h.

(p, q) (1, 1) (2, 2) (3, 3) (4, 4) (5, 5) (6, 6) (7, 7) (8, 8) (9, 9) (10, 10)

EM1(γ2) 3.8067 5.2607 6.095 6.6821 7.1355 7.5048 7.8165 8.086 8.3235 8.5358
EM2(γ2) 3.8067 5.2383 6.0721 6.6597 7.1134 7.4831 7.7951 8.0649 8.3026 8.515
ERM2(γ2) 3.8067 5.2072 6.0416 6.6303 7.0849 7.4553 7.7677 8.0379 8.2759 8.4886
EHM(γ2) 3.8067 5.238 6.072 6.6597 7.1135 7.4833 7.7953 8.0651 8.3028 8.5153
EAZ(γ2) 3.8067 5.2454 6.0787 6.6657 7.1191 7.4885 7.8002 8.0699 8.3075 8.5198
ER(γ2) 3.8067 5.2618 6.0957 6.6825 7.1357 7.505 7.8166 8.0861 8.3236 8.5358
ERR(γ2) 3.8067 5.2608 6.0951 6.6822 7.1355 7.5048 7.8164 8.086 8.3235 8.5358
ERRR(γ2) 3.8067 5.2536 6.0876 6.6748 7.1282 7.4976 7.8094 8.079 8.3166 8.5289
EH(γ2) 3.8067 5.2616 6.0955 6.6824 7.1356 7.5049 7.8165 8.086 8.3235 8.5358
ESC(γ2) 3.8067 5.2662 6.1008 6.6878 7.141 7.5103 7.8218 8.0914 8.3288 8.5411
EGA(γ2) 3.8067 5.2679 6.1025 6.6896 7.1428 7.5121 7.8236 8.0931 8.3306 8.5428
EIS(γ2) 3.8067 5.2609 6.0951 6.6822 7.1355 7.5048 7.8164 8.086 8.3235 8.5358
ESD(γ2) 3.8067 5.2677 6.1024 6.6894 7.1427 7.5119 7.8235 8.093 8.3304 8.5427
EF(γ2) 3.8067 5.2376 6.0718 6.6596 7.1136 7.4834 7.7954 8.0653 8.303 8.5155
EABC(γ2) 4.2178 6.318 8.5479 10.6737 12.7415 14.7723 16.7772 18.7632 20.7345 22.6942

Table 7. Numerical values for degree-based entropies for C36D6h.

(p, q, r) (1, 1, 1) (2, 2, 2) (3, 3, 3) (4, 4, 4) (5, 5, 5) (6, 6, 6) (7, 7, 7) (8, 8, 8) (9, 9, 9) (10, 10, 10)

EM1(γ1) 3.989 6.1824 7.4375 8.3197 9.0006 9.5552 10.0231 10.4277 10.7842 11.1028
EM2(γ1) 3.989 6.1587 7.4179 8.3029 8.9857 9.5415 10.0103 10.4157 10.7727 11.0918
ERM2(γ1) 3.989 6.1285 7.394 8.2828 8.9679 9.5253 9.9953 10.4015 10.7592 11.0788
EHM(γ1) 3.989 6.1589 7.4184 8.3036 8.9865 9.5424 10.0112 10.4166 10.7737 11.0928
EAZ(γ1) 3.989 6.1647 7.4216 8.3053 8.9872 9.5425 10.0109 10.416 10.7728 11.0917
ER(γ1) 3.989 6.1826 7.437 8.319 8.9999 9.5544 10.0223 10.4269 10.7835 11.1021
ERR(γ1) 3.989 6.1824 7.4374 8.3196 9.0004 9.555 10.0228 10.4275 10.784 11.1025
ERRR(γ1) 3.989 6.1745 7.4308 8.3139 8.9954 9.5504 10.0186 10.4235 10.7801 11.1989
EH(γ1) 3.989 6.1825 7.437 8.3191 9 9.5546 10.0225 10.4272 10.7837 11.1023
ESC(γ1) 3.989 6.1883 7.4425 8.324 9.0044 9.5586 10.0262 10.4306 10.787 11.1055
EGA(γ1) 3.989 6.1903 7.4442 8.3255 9.0058 9.5599 10.0274 10.4317 10.788 11.1064
EIS(γ1) 3.989 6.1823 7.4372 8.3194 9.0002 9.5547 10.0226 10.4272 10.7837 11.1023
ESD(γ1) 3.989 6.1902 7.4441 8.3254 9.0056 9.5597 10.0272 10.4316 10.7879 11.1063
EF(γ1) 3.989 6.1589 7.4188 8.3043 8.9872 9.5432 10.0121 10.4175 10.7746 11.0937
EABC(γ1) 4.5686 8.8668 14.6248 21.3686 29.0264 37.5299 46.8211 56.8513 67.5792 78.9696

Figure 7. Comparison of degree based indices of C36D6h and C30D5h. (a) TI of C36D6h. (b) TI of C30D5h.

7. Conclusion

We have calculated a few topological indices for C30D5h
and C36D6h molecular structures in this study. In addi-
tion to that, we also calculated C30D5h and C36D6h’s
entropy values and neighbourhood topological indices
and the graphical analysis which made it easier to com-
prehend the behaviours of the established models. These

findings represent critical advances in chemical science
and provide a foundation for learning the complex topol-
ogy of these crucial structures. For chemical experts,
these finding reveal the best topological features of these
structures posses along with how these structures are
formed. A few other observations on the results include
the following: it is noted that when the parameters p,
q and r grow, the topological indices of the considered
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Figure 8. Comparison of entropy measures of C30D5h and C36D6h. (a) Entropy of C30D5h. (b) Entropy of C36D6h.

chemical structures also increase. These results might
provide us with a more thorough understanding of the
structural properties of C36D6h and C30D5h.
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Abstract: Hybrid electric vehicles (HEVs) are considered as one of the 
prominent solutions in reducing vehicular emission. Batteries and internal 
combustion engines (ICE) are the important components of a HEV, which acts 
as primary and secondary power source respectively. They simplify the 
refuelling process by minimising fuel consumption and by reducing virulent 
emissions. In this research, a series-parallel drivetrain – HEV model is 



   

 

   

   
 

   

   

 

   

   74 E.B. Pukkunnen et al.    
 

    
 

   

   
 

   

   

 

   

       
 

proposed for investigating the performance and energy optimisation of the 
HEVs. The model is trained to operate at near optimum efficiency for 
minimising the energy loss. A deep reinforcement learning and fuzzy logic 
controller based energy management approach is proposed to optimise the 
energy consumption in HEVs. Results show that the energy management 
system (EMS) of the model is controlled effectively by the deep reinforcement 
learning (DRL) algorithm. Effective speed control is achieved by fine tuning 
the parameters using a fuzzy based PID controller which can be validated from 
the simulation results. 

Keywords: HEVs; hybrid electric vehicles; series-parallel drivetrain; EMSs; 
energy management systems; DRL; deep reinforcement learning; fuzzy control 
logic; PID controllers; speed control. 
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1 Introduction 

Hybrid electric vehicles (HEVs) are regarded as an optimistic substitute for conventional 
fuel based vehicles, because of their effectiveness in reducing vehicular pollution and 
noise. The batteries and internal combustion engine (ICE) in HEV’s play an important 
role in reducing vehicular emission thereby contributing towards a pollution free 
ecosystem. Battery is one of the significant components in HEV’s, whose performance is 
evaluated with respect to different circuit parameters such as open circuit voltage (OCV), 
state of charge (SOC), battery resistance and power capacity. These parameters are highly 
sensitive towards temperature, battery ageing and charging/discharging cycle of the 
battery (Panday and Bansal, 2015). In HEV’s, the battery and ICE act as primary and 
secondary power sources respectively. They both increase the driving range of the 
vehicle and ease the mechanism of refuelling with minimised fuel consumption and 
reduced virulent emissions. HEVs store the electrical power in batteries which 
significantly reduces the energy demand. In this way, HEVs reduce energy requirement 
by replacing fossil fuel consumption with electrical energy consumption (Panday et al., 
2016). The energy management unit in HEV’s uses a rechargeable energy storage system 
(RESS) which acts as an energy buffer and can be employed for regenerative braking. 
RESS stores the additional energy which is not required by the system at that particular 
point of time. For example, in most of the times, the power delivered by ICE is different 
from the power required by the load and in such cases, RESS provides the flexibility of 
utilising only the required amount of power while utilising the unused power for charging 
the battery (Onori et al., 2016). RESS in HEV’s offers the feasibility of operating the 
engine in favourable conditions where there is less emissions. Also, there is a possibility 
of terminating the engine operation when it is not required (i.e., during low speed 
conditions) and the engine can be downsized by storing the peak power using RESS (Sun 
et al., 2015). Though HEV’s are efficient in reducing fuel consumption, they suffer from 
certain drawbacks such as low density and low efficiency. Also the cost of the refuelling 
infrastructure is quite high, which makes it expensive for small scale applications 
(Sulaiman et al., 2018). Most of the researchers have focussed on developing an efficient 
energy management system (EMS) for overcoming the limitations of the conventional 
HEV’s. Advanced EMS models include energy minimisation techniques and application 
of machine learning and deep learning approaches for increasing the flexibility of the 
EMS. These approaches are gaining prominence because of their reduced computational 
complexities and no requirement of pre-defined knowledge (Zhou et al., 2019). There are 
three main categories for EMS which are rule based EMS, optimisation based EMS and 
learning based EMS. Rule based EMS are mainly dependent on the outcome of the 
detailed experimental analysis without having the preliminary knowledge about the 
conditions of driving. Fuzzy based rules are applied for controlling these EMSs. 
Optimisation based EMS are used when the control strategies of the HEVs are anticipated 
on subsequent driving scenarios like dynamic programming (DP) (Ansarey et al., 2014; 
Vagg et al., 2016), sequential quadratic programming (SQP), genetic algorithms (GA) 
(Chen et al., 2014), the Pontryagin least guideline (PMP) (Xie et al., 2017). These rules 
decide the desired power split between the engine and the motor for a specific driving 
cycle. Learning – based EMS learn from the predefined information or utilise the past 
driving information for web based learning or application (Tian et al., 2018). Various 
simulation models have been proposed for HEV’s based on the prerequisites of the 
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systems. Such as series HEVs, parallel HEV’s and series parallel HEVs (Meradji et al., 
2016). 

In this research, the HEV model is developed using a series parallel drivetrain with 
reinforcement learning and fuzzy logic controllers for investigating the performance and 
energy optimisation of the HEVs. 

The main contributions of this paper can be summarised as follows: 

• This paper presents a novel deep reinforcement learning-based framework for energy 
management in a series parallel drivetrain-HEV model. 

• A DRL based deep Q-learning algorithm is employed for achieving energy 
optimisation in the HEV 

• A fuzzy based PI controller is designed for tuning the system parameters. 

• The performance of the HEV model in terms of key equations, parameters, and 
assumptions. 

The rest of the paper is structured as follows: Section 2 discusses the review of existing 
literary works related to energy management in electric vehicles. Section 3 provides a 
brief description of the proposed methodology for energy management which includes 
the design of HEV, control of series-parallel drivetrain and implementation of fuzzy logic 
controllers. Section 4 discusses the simulation results and Section 5 concludes the paper 
with prominent research observations and future scope. 

2 Literature review 

Tang et al. (2017) Proposes a novel approach of a simplified torsional vibration dynamic 
model for analysing the functionalities of the torsional vibration of a compound planetary 
hybrid propulsion model. The study evaluates the prominent characteristics such as 
frequency and vibration property. This model can be employed for determining the  
low-frequency vibrational attributes of the series parallel drivetrain. It also evaluates the 
controlling mechanism of the hybrid powertrain with respect to engine operation. Wang 
et al. (2015) analysed a four wheel driven series parallel drivetrain model for heavy duty 
applications. The model incorporates a rule-based EMS and the performance of the 
model was evaluated by comparing the model with a rear-wheel-driven hybrid powertrain 
and the operational parameters are optimised. The proposed model was integrated with a 
transit bus and the functionalities of the bus were evaluated. Unlike conventional coaxial 
power-split HEV’s, the energy consumption was minimised using the series parallel 
drivetrain when evaluated for normal road conditions. SPHEV has great potential in 
minimising energy consumption. However, due to certain uncertainties such as multi 
power resources and varying driving constraints, it is challenging to develop an optimal 
EMS. Wang et al. (2018) proposed a novel particle swarm optimisation (PSO) based 
nonlinear model predictive control (NMPC) technique for EMS with an objective of 
achieving superior fuel economy. Initially, the framework of NMPC was developed and a 
transformed PSO was adopted for achieving desired optimisation. The approach uses a 
two-step optimisation process for achieving fast computation. The performance of the 
proposed approach was validated by performing simulation analysis based on the 
aggregated information collected from a driving cycle and a real bus. The efficacy of the 
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proposed framework was evaluated by determining the rate of fuel consumption by 
SPHEV. It was observed that the energy consumption was significantly minimised by 
more than 10%. Wu et al. (2019) proposed application of deep learning algorithms for 
strengthening the performance of the EMS in electric vehicles. The study adopted a deep 
reinforcement learning algorithm for a series-parallel electric bus for assigning an 
appropriate power split of the electric bus. The deep RL based EMS was trained using 
different samples of driving cycles and the performance of the proposed approach was 
validated by comparing it with conventional RL methods. From results, it was observed 
that the deep RL-EMS showed significant enhancement in achieving optimised energy 
consumption compared to classical RL algorithms. Also, the Deep RL-EMS achieved 
efficient EMS strategies and explored the adaption of real time traffic data within 
vehicular EMS through enhanced algorithms. Peng et al. (2017) proposed a rule-based 
EMS for enhancing the performance of the parallel drivetrain, which is calibrated using 
dynamic programming (DP). The proposed approach applied DP for locating the optimal 
extensions for the ICE in parallel HEVs. The study introduces a recalibration technique 
for strengthening HEVs and the efficacy of the rule-based EMS was validated by 
evaluating DP algorithm. 

3 Research methodology 

The preliminary objective of this research is to design and develop a hybrid electric 
vehicle model using reinforcement learning and fuzzy logic controllers for performance 
investigation and energy optimisation. The HEV model is developed using a series 
parallel drive train model which operates at near optimum efficiency to minimise the 
energy loss. The model is incorporated with the DRL algorithm for control and energy 
management of the HEV model. This study presents an enhanced EMS procedure based 
on deep reinforcement learning (DRL) algorithm. The DRL technique integrates Q 
learning and DRL algorithm to form an effective learning algorithm which can obtain 
action directly from the states, which is used to improve energy efficiency. 

3.1 Design of hybrid electric vehicle model 

A series parallel drivetrain based HEV is used for designing a HEV. The model employs 
a generator, an ICE), a device for storing the energy, coupling components for achieving 
mechanical coupling, a torque coupler and a traction motor. This model is flexible for 
operation and is feasible for optimising the torque-speed region. The series parallel 
drivetrain model is shown in Figure 1. 

In the series parallel drive train model, the vehicle is driven by both ICE engine and 
motor. By combining the series and parallel designs, the engine can drive both the wheels 
directly (as in the parallel drivetrain), and can be disconnected effectively such that only 
one electrical device (either electric motor or ICE) is operated per cycle while the other is 
non-operative and continue to be in discharging state. The operating motor or ICE 
provides power (as in the series drivetrain) and the non-operative motor or ICE is 
responsible for charging the battery. However, there is a separate generator that charges 
the battery during regenerative braking. During braking, the motor behaves like a 
generator and the lost kinetic energy is restored in the battery. During driving, if the 
battery needs to be charged, ICE drives the generator to recharge the battery. When the 
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vehicle stops, the battery can be still charged by the ICE via the generator. ICE supplies 
the steady state power and the motor is designed to achieve the stability by providing 
required initial acceleration during low speed conditions. Mechanical coupling is 
incorporated with torque and speed coupling. In the drivetrain used in this research, an 
electric generator is connected to the sun gear and ICE is connected to the planet carrier 
for speed coupling, whereas, the ring gear is connected to the wheels with the help of a 
fixed gear for torque coupling. The wheels are also connected to a traction motor through 
fixed gear for establishing coupling between the traction motor and output torque of the 
ring gear (Borthakur and Subramanian, 2018). 

Figure 1 Series parallel drive train model (see online version for colours) 

 

The maximum power generated by the ICE for a constant speed of vmax is presented as: 

2
(max) max max

1 1
2eng r d

t

P Mgf C Av vρ
η

⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (1) 

where Peng(max) is the maximum energy generated by the ICE, ηt represents transmission 
efficiency, M states the vehicle mass, fr defines the coefficient of rolling resistance, Cd 
states the drag coefficient, vmax is the maximum voltage across ICE, ρ is air density whose 
value is 1.25 kg/m3, and A defines the frontal area. Pm is the power rating of the electric 
motor, which is given as: 

2 2( )
2m f b

a t

MP v v
t

γ
η

= +  (2) 

Where vf is defined as the rated speed of the vehicle (km/h) and vb states the speed of the 
vehicle with respect to the speed of the motor base and γ is defined as the rotational 
inertia factor, M is the vehicle mass and ta is the acceleration time (Nandakumar and 
Subramanian, 2015). The rotational speed of the ICE (carrier), generator (sun gear) and 
ring gear is given as: 

(1 ) eng
r eng

k
k k

ω
ω ω+= −  (3) 

where ωr, ωgen, ωeng are the rotational speeds of ring gear, generator, and engine 
respectively, k is defined as the planetary gear ratio, stated as the ratio of the radius of the 
ring, Rr, to the radius of the sun, Rs. 
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(1 ) r e

W e
g

r sv r s
i

ωω −
= − =  (4) 

where ωW is defined as the wheel rotational speed, v is defined as the longitudinal speed 
of the vehicle and s is defined as the slip ratio. The torques which are shifted from the 
engine (Teng) to the ring gear (Tr) and to the generator (Tgen) are defined as shown in the 
below equations. 

1r eng
kT T

k
=

+
 (5) 

1
1gen engT T

k
=

+
 (6) 

The shaft of the engine and the ring gear are connected through a final reduction gear 
with a gear ratio, ig. Now, the overall wheel drive torque is defined using equation (7) 

1 1( )
1wheels m r m eng

g t g t

kT T T T T
i i kη η

⎛ ⎞= + = +⎜ ⎟+⎝ ⎠
 (7) 

The specification of the series parallel drivetrain are tabulated in Table 1. 

Table 1 Specifications of the series parallel drivetrain 

Engine Max.power (kW) 57 
 Max.speed (rpm) 6000 
Generator Torque output (Nm) 80 
 Max.speed (rpm) 8000 
 Efficiency (%) 87 
Traction motor Torque output (Nm) at speed (rpm) 585 at 2500 
 Max.power (kW) 123 
 Max.speed (rpm) 12000 
 Efficiency (%) 91 
Batteries Battery cells 120 
 Initial capacity (Ah) 70 
 Power (kW) 125 
 Energy output (kWh) 88 
Planetary gear ratio (k)  1.3 
Final drive ratio  2.16 

3.2 Control of series parallel drivetrain 

There are different operation modes for controlling the operation of the drivetrain such as 
hybrid traction mode, regenerative braking etc. This study illustrates the application of a 
deep reinforcement learning algorithm for controlling the operation of the drivetrain and 
for effectively handling the EMSs. Figure 2 show the framework of DRL based EMS of 
an HEV. 
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Figure 2 Framework of DRL based EMS of an HEV 

 

In this study, the DRL-based EMS is proficient with an appropriate arrangement of 
system components which are dependent on input data with no prediction or predefined 
rules. The proposed DRL method is integrated with Q learning and DRL to develop an 
effective learning algorithm for enhancing energy efficiency. Reinforcement learning is 
used for analysing the system parameters and for generating the enable signal for 
generator, motor and ICE engine. RL takes input such as SOC of battery, vehicle speed, 
reference speed and IC engine RPM. In a series parallel drivetrain, the electric motor 
supplies the power to the vehicle and during high load conditions, the IC engine stabilises 
the system by supplying motor power to the vehicle. During braking, the IC engine 
powers the generator and the enable signal from the RL is given as shown in Figure 3. 
The reinforcement learning manager is used to create and train agents. These agents are 
generated using neural networks and the system is controlled by Q Learning. The reward 
observations are analysed from the simulink model. 

The simulink model of the HEV is controlled by DRL is presented in Figure 3. 

Figure 3 Simulink model of HEV controlled by DRL (see online version for colours) 

 

The reinforcement learning manager is given in Figure 4. 
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Figure 4 Reinforcement learning manager (see online version for colours) 

 

The DRL-based EMS follows following steps: 

• System state: The control mechanism of the vehicle is determined by its state. The 
required torque (Tdem) and the battery SOC are used for determining the state of the 
system which constitute a 2D state space i.e., 

( ) ( ( ), ( )) .T
dems t T t SOC t=  

• Control action: The prominent issue in the HEV-EMS is deciding the required 
torque-split ratio between battery and ICE. In this study, the ICE’s output torque is 
considered as the control action, defined as A(t) = Te(t); t is defined as the time step 
index. 

• Immediate reward: This is significant to the DRL since it prominently affects the 
functionalities of the DRL algorithm. The system components of the DRL will try to 
maximise the reward by considering the optimal action of every step. Hence the 
immediate reward is constituted based on the optimisation goal. The prominent 
intent of the HEV-EMS is to enhance the energy efficiency by minimising the fuel 
consumption without affecting the vehicle stability and state of battery. Based on this 
objective, the reciprocated value of the power utilisation by ICE at every time step is 
considered as the immediate reward. Additionally, a penalty value is included for 
penalising the steps when the SOC crosses the defined threshold value. Immediate 
reward is determined using the below mentioned equations (Hu et al., 2018): 

 
 
 
 
 
 



   

 

   

   
 

   

   

 

   

   82 E.B. Pukkunnen et al.    
 

    
 

   

   
 

   

   

 

   

       
 

1 0 0.4 0.85

1 0 0.4 or 0.85

2 0 0.4

1 0 0.4

ICE

a
ss ICE

ICE

ICE
ICE

ICE
C

ICE

r C SOC
C

C SOC SOC
C C

C SOC
Min

C SOC
C

= ≠ ≤ ≤

≠ < >
+

= ≤

− = <

∩

∩

∩

∩

 (8) 

where the immediate award is defined by a
ssr , given when the state of the vehicle shifts 

from s to s’ by taking action a. CICE is defined as the instantaneous value of the fuel 
consumed by ICE and C is defined as the numerical penalty. 

ICECMin  is defined as the 

minimum nonzero value of the fuel consumed by ICE. 

• DRL algorithm: In this study, the DRL based EMS is defined in the algorithm given 
below. The two loops (outer loop and inner loop) control the EMS. The number of 
training states are controlled by the outer loop and the control of EMS within one 
training state is performed by the inner loop. 

Algorithm 1 Deep Q-Learning with experience replay 

Initialization: 
Step 1: replay memory K to capacity L 
Step 2: action value component Q with random weights θ 
Step 3:  target action value component Q with random weights θ- = θ
for episode = 1, N do 
            Environment reset: so=(SOCInitial , To) 
fort=1, T, do 
           Selecting a random action at for a probability of ε 
else 
Select at = maxQ(st,a;θ) 
Parameter functioning: 

                Selecting action at and observing the reward rt 
Set: 
st+1 = (SOCt+1, Tt+1) 
storing (st, at, rt, st+1) in memory K 
                Sample random smaller group of (st, at, rt, st+1) from K 
if: 
terminal sj+1: set xj=rj 
else 
setsetxj=rj+ ⋎maxQ(s j+1,aj+1;θ-) 
performing a gradient descent step on (xj-Q(sj,aj;θ))2 
every C steps reset Q = Q 
end for 
end for  
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3.3 Fuzzy based PID controller 

Fuzzy logic controllers with a self-tuning PID controller are used for parameter tuning of 
the HEV. Fuzzy-based PID controllers increase stability and provide efficient speed 
control and smooth torque. 

• PID controller: The simulink model of the vehicle with PID controller is shown in 
Figure 5. 

Figure 5 Simulink model of the plant with PID controller 

SV  PID Plant 
transfer 

 
PID Controller                                Plant

Scope  

The transfer function of the PID controller is defined as: 

1

1

1( ) 1P d P d
KC s K K S K T s
S T s

⎛ ⎞
= + + = + +⎜ ⎟

⎝ ⎠
 (9) 

where KP Ki and Kd are defined as the proportional, integral and derivative gain of the 
controller, and Ti and Td are the integral time and derivative time respectively. 

• Fuzzy logic control 

FLC is applied for the series parallel drivetrain based HEV, for maintaining constant 
speed irrespective of uncertainties such as variation in wind resistance and vehicle 
acceleration. The block diagram of the HEV with FLC and the basic structure of FLC is 
shown in Figures 6 and 7 respectively. 

Figure 6 Block diagram of the HEV with FLC 

 

Figure 7 Basic structure of FLC 
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The design parameters of the fuzzy controller are selected based on the controller’s input 
and output. Four main parameters such as base, inference engine, fuzzification and 
defuzzification are used for designing FLC. 

The error (e) is selected as input to the FLC, given as (Yadav et al., 2011): 

( )e kT r y= −  (10) 

The change in error (ce) is given as: 

( ) ( ( ) ( )) /ce kT e kT e kT T T= − −  (11) 

The output torque of ICE is considered as the output variable. 
The basic fuzzy rules for FLC are tabulated in Table 2. 

Table 2 Fuzzy rule base 

ce P Z N 
P PB P Z 
Z P Z N 
N Z N NB 

where Z represents ‘zero’, P represents ‘positive’ and PB represents ‘positive big’. The 
error difference is the change of error between one instance to another. If the error is 
positive then the speed of the vehicle is lesser than the set value and the controller should 
slightly increase the acceleration for increasing the speed. If the present error and error 
change are positive, then the speed of the vehicle is too slow and it shifts to decelerating 
mode and in such cases, the controller should increase the acceleration to maintain 
desired speed. These are known as fuzzy rules. For controlling the ICE using FLC, the 
RPM of the engine is compared to the IC engine demand which is further compared with 
IC enable signal from DRL. This generates the IC engine torque demand. Similarly, for 
controlling the motor, the RPM of the motor is compared with the motor engine demand 
and it is compared with motor enable signal from DRL. This generates the motor torque 
demand. The Fuzzy tined signals for ICE and motor are given in Figures 10 and 12 
respectively. 

4 Results and discussion 

The fuzzy logic controller is used to tune the enable signal from the DRL. The fuzzy 
tuned signal is given in Figure 8. 

The parameter tuning for both, engine and motor unit is performed using a fuzzy 
based PID controller. The simulink model of the fuzzy-based controller for controlling 
the speed of ICE and the fuzzy tuned signal for ICE is illustrated in Figures 9 and 10 
respectively. 

The simulation model of the engine control unit is shown in Figure 9. 
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Figure 8 Enable signal from DRL algorithm (see online version for colours) 

 

Figure 9 Engine control unit 

 

The fuzzy tuned signal generated from engine control unit is given in Figure 10. 

Figure 10 Before and after signals of fuzzy based PID controller for engine (see online version  
for colours) 
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In practical conditions, real-time systems deviate from the reference path due to driving 
uncertainties. This unexpected deviation affects the output of the engine and in such 
cases, the controller must be able to sustain the disturbance created in the engine. As 
observed from Figure 10, the fuzzy logic PD overshoot occurs and settling time of both 
FLC tuned PID and before PID are nearly the same. This shows that the response of the 
system is unaffected due to disturbances. 

The simulink model of the fuzzy-based controller for controlling the speed of motor 
and the fuzzy tuned signal for motor is illustrated in Figures 11 and 12 respectively. 

Figure 11 Motor control unit 

 

The fuzzy tuned signal generated from engine control unit is given in Figure 12. 

Figure 12 Before and after signals of fuzzy based PID controller for motor (see online version  
for colours) 

 

The fuzzy tuned signal for generator is given in Figure 13. 
Figures 12 and 13 show the response of the motor and generator respectively with and 

without FLC tuned signals. As observed from these figures, the response of the motor and 
generator improves with the tuning of the PID controller using FLC. The vehicle path is 
monitored and controlled by using Reinforcement learning methods. It is used for 
controlling the series parallel drivetrain and for minimising the energy consumption. The 
reference vehicle path and vehicle speed is shown in Figures 14 and 15 respectively. 
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Figure 13 Before and after signals of fuzzy based PID controller for generator (see online version 
for colours) 

 

Figure 14 Reference vehicle path (see online version for colours) 

 

Figure 15 Vehicle speed (see online version for colours) 
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From the graph shown in Figures 14 and 15, it can be observed that the reinforcement 
learning method efficiently controls the speed of series parallel drivetrain and reduces the 
energy consumption of the drivetrain. The fuel economy for the HEV is shown in  
Figure 16. 

Figure 16 Fuel economy 

 

Figure 16 presents the fuel economy of the DRL based HEV model, the total fuel used 
was 0.04741 (L) for an average of 1.817 l per 100 km with a mileage of 55.04 km/L. 

5 Conclusion 

The preliminary objective of the research is to investigate the performance of an EMS in 
HEVs. Considering the influence of EMS in determining vehicle efficiency, an enhanced 
vehicular transition strategy based on a deep reinforcement learning-based framework 
was developed and applied for a series parallel drivetrain-HEV model. A DRL based 
deep Q-learning algorithm was developed for achieving energy optimisation in the HEV 
whose parameters were fine-tuned using a fuzzy based PID controller. The performance 
of the HEV model was validated from the simulation results and the prominent 
observations are as follows: 

• The series parallel drivetrain offers the flexibility of selecting the mode of operation 
for the vehicle i.e., the vehicle can operate either with motor or ICE at once and the 
energy of the motor or ICE (which is shut down) will be used for charging the 
batteries. This significantly enhances the energy efficiency in HEVs. 

• The vehicle path is monitored and controlled by the DRL algorithm, which 
effectively controls the series parallel drivetrain and minimises the energy 
consumption. 

• Fuzzy based PID controls provide effective speed control for both motor and engine 
by fine tuning the motor and engine parameters. 

From the simulation results, the effectiveness of the speed control mechanism can be 
observed. Following the vehicular reference path, the speed consistency was not much 
deferred as observed from Figure 15. 
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Abstract
In 1999, D. Molodtsov initiated the novel concept of soft set theory. This is an approach for

modeling vagueness and uncertainty. It is a classification of elements of the universe with respect to
some given set of parameters. The concept of soft graph introduced by Rajesh K. Thumbakara and
Bobin George is used to provide a parameterized point of view for graphs. Theory of soft graphs
is a fast developing area in graph theory due to its capability to deal with the parameterization tool.
In this paper, we introduce the concepts of Hamiltonian soft graph and closure of a soft graph.
Also we investigate some properties of them.
Subject Classification:[2020] 05C99.

Keywords: Soft Graph; Soft Hamiltonian Part; Soft Hamiltonian Graph.

1 Introduction

In Mathematics, graph theory is the study of graphs which are mathematical structures used to
model pairwise relations between objects. Graphs are one of the principal objects of study in
Discrete Mathematics. The basic idea of graphs were first introduced in the 18th century by the
Swiss mathematician Leonhard Euler. His work on the famous “Konigsberg bridge problem”is
commonly quoted as origin of graph theory. The idea of soft sets was first given by D. Molodtsov
[3] in 1999. This is a new mathematical tool to deal with the uncertainties. Many practical problem
can be solved easily with the help of soft set theory rather than some well-known theories viz. fuzzy
set theory, probability theory etc. since these theories have certain limitations. The problem with
the fuzzy set is that it lacks parameterization tools. Many authors like P.K. Maji, A.R. Roy and
R. Biswas [4], [5] have further studied the theory of soft sets and used the theory to solve some
decision making problems. In 2014, Rajesh K. Thumbakara and Bobin George [6] introduced the
concept of soft graph to provide a parameterized point of view for graphs. They also introduced
the concepts of soft subgraph, soft tree etc. and some soft graph operations. In 2015, Muhammad
Akram and Saira Nawas [7] modified the definition of soft graph. They [8] also defined certain
types of soft graphs and also explained the concepts of soft bridge, soft cut vertex, soft cycle etc.
J.D. Thenge, B.S. Reddy and R.S. Jain [9] contributed more to connected soft graph. Also they [10]
studied about the radius, diameter and center of a soft graph and introduced the concept of degree
in soft graph. In 2019, N. Sarala and K. Manju [11] introduced the concept of soft bi-partite graph
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and studied some properties. In 2020, J.D. Thenge, B.S. Reddy and R.S. Jain [12] discussed the
concepts of adjacency matrix and incidence matrix of a soft graph. Domination over soft graphs
is introduced by S. Venkatraman and R. Helen [13]. In this paper we introduce the concepts of
Hamiltonian soft graph and closure of a soft graph. Also we investigate some properties of them.

2 Preliminaries

2.1 Graphs
For basic concepts of graph theory we refer [1] and [2]. A graph G consists of two finite sets: V ,
the vertex set of G which is a nonempty set and E, the edge set which is possibly empty. G can
be represented by (V, E) or (V(G), E(G)). The degree of a vertex v denoted by d(v) is the number
of edges of G incident with v. Let H be a graph with vertex set V(H) and edge set E(H) and
G be a graph with vertex set V(G) and edge set E(G). Then we say that H is a subgraph of G if
V(H) ⊆ V(G) and E(H) ⊆ E(G). A walk in a graph G is a finite sequence W = v0e1v1e2v2...vk−1ekvk
whose terms are alternately vertices and edges such that for 1 6 i 6 k , the edge ei has ends vi−1
and vi. We say this walk as a v0 − vk walk. Here v0 is called origin of the walk and vk is called the
terminus of the walk. A u − v walk is called closed or open depending on whether u = v or u , v.
Trivial walk is one containing no edges. The number of edges in the walk is called the length of
the walk. If the edges in the walk are distinct then the walk is called a trail. A non-trivial closed
trail in a graph G is called a cycle if its origin and internal vertices are distinct. If the vertices of the
walk are distinct then that walk W is called a path. A vertex u is said to be connected to a vertex
v in a graph G if there is a path in G from u to v. A graph is said to be connected if every two of
its vertices are connected. If C(u) denote the set of all vertices in G that are connected to u then
the subgraph of G induced by C(u) is called the connected component containing u, or simply the
component containing u. A Hamiltonian path in a graph G is a path which contains every vertex
of G. A Hamiltonian cycle in a graph G is a cycle which contains every vertex of G. A graph is
called Hamiltonian if it has a Hamiltonian cycle.

2.2 Soft Set
In 1999 D. Molodtsov [3] initiated the concept of soft sets. Let U be an initial universe set and let
E be a set of parameters. A pair (F, E) is called a Soft Set (over U) if and only F is a mapping of
E into the set of all subsets of the set U. That is, F : E → P(U).

2.3 Soft Graph
Rajesh K. Thumbakara and Bobin George [6] introduced the concept of soft graph as follows. Let
G = (V, E) be a simple graph and A be any nonempty set. Let R be an arbitrary relation between
elements of A and elements of V . That is R ⊆ A × V . A mapping F : A → P(V) can be defined as
F(x) = {y ∈ V : xRy} . The pair (F, A) is a soft set over V . Then (F, A) is said to be a Soft Graph
of G if the subgraph induced by F(x) in G is a connected subgraph of G for all x ∈ A. Muhammad
Akram and Saira Nawas [7] modified the definition of soft graph as follows. Let G∗ = (V, E) be a
simple graph and A be any nonempty set. Let R be an arbitrary relation between elements of A and
elements of V . That is R ⊆ A×V . A mapping F : A→ P(V) can be defined as F(x) = {y ∈ V : xRy}
. Also define a mapping K : A → P(E) by K(x) = {uv ∈ E : {u, v} ⊆ F(x)} . The pair (F, A) is a
soft set over V and the pair (K, A) is a soft set over E. Then the 4 -tuple G = (G∗, F,K, A) is called
a Soft Graph if it satisfies the following conditions:

1. G∗ = (V, E) is a simple graph,

2. A is a nonempty set of parameters,

3. (F, A) is a soft set over V ,

4. (K, A) is a soft set over E,

5. (F(a),K(a)) is a subgraph of G∗ for all a ∈ A.

If we represent (F(x),K(x)) by H(x) then soft graph G is also given by {H(x) : x ∈ A}.
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3 Hamiltonian Soft Graphs

Definition 3.1. Let G∗ = (V, E) be a graph and G = (G∗, F,K, A) be a soft graph of G∗ which is
also represented by {H(x) : x ∈ A}.Then H(x) corresponding to a parameter x in A is called a part
of the soft graph G.

Definition 3.2. Let G = (G∗, F,K, A) be a soft graph and v be any vertex of the part H(x) of G for
some x ∈ A. Then part degree of the vertex v in H(x) denoted by d(v)[H(x)] is the degree of the
vertex v in that part H(x).

Definition 3.3. Let G = (G∗, F,K, A) be a soft graph of G∗ represented by {H(x) : x ∈ A}. Then
any part H(x) of G is called Hamiltonian if there exists a Hamiltonian cycle in that part H(x) of
G. That is, H(x) contains a cycle that contains every vertex of H(x).

Definition 3.4. A soft graph G = (G∗, F,K, A) of a graph G∗ is called Hamiltonian if all parts
H(x) of G are Hamiltonian.

Consider a graph G∗ = (V, E) as shown in the following figure 1. Let A = {c,m} ⊆ V be a

Fig. 1: Graph G∗ = (V, E)

parameter set and (F, A) be a soft set over V with its approximate function F : A → P(V)
defined by F(x) = {y ∈ V |xRy⇔ d(x, y) ≤ 2} for all x ∈ A.
That is, F(c) = {a, b, c, d, e} and F(m) = { j, k, l,m, n}.
Let (K, A) be a soft set over E with its approximate function K : A → P(E) defined by
K(x) = {uv ∈ E|{u, v} ⊆ F(x)} for all x ∈ A. That is,K(c) = {ac, ae, bd, be, cd} and K(m) =
{mn, n j, jk, kl,ml}. Thus H(c) = (F(c),K(c)) and H(m) = (F(m),K(m)) are subgraphs of G∗ as
shown in figure 2. Hence G = {H(c),H(m)} is a soft graph of G∗. Here G has 2 parts H(c) and

Fig. 2: Soft Graph G = {H(c),H(m)}

H(m). In H(c), C1 = aebdca is a Hamiltonian cycle and so H(c) is a Hamiltonian part. Also
in H(m), C2 = nmlk jn is a Hamiltonian cycle and so H(m) is a Hamiltonian part. That is, both
the parts of G are Hamiltonian and hence G is a Hamiltonian soft graph.
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Consider a graph G∗ = (V, E) as shown in the following figure 3. Let A = {b, g} ⊆ V be a

Fig. 3: Graph G∗ = (V, E)

parameter set and (F, A) be a soft set with its approximate function F : A → P(V) defined by
F(x) = {y ∈ V |xRy⇔ d(x, y) ≤ 1} for all x ∈ A.
That is, F(b) = {a, b, e} and F(g) = {d, f , g, h, i}.
Let (K, A) be a soft set over E with its approximate function K : A → P(E) defined by
K(x) = {uv ∈ E|{u, v} ⊆ F(x)} for all x ∈ A.
That is, K(b) = {ab, be, ae} and K(g) = {d f , dg, dh, f g, gh, gi}. Thus H(b) = (F(b),K(b)) and
H(g) = (F(g),K(g)) are subgraphs of G∗ as shown in figure 4.
Hence G = {H(b),H(g)} is a soft graph of G∗. Here G has 2 parts H(b) and H(g). In H(b),

Fig. 4: Soft Graph G = {H(b),H(g)}

C1 = abea is a Hamiltonian cycle and so H(b) is a Hamiltonian part. In H(g), there is no
Hamiltonian cycle and so H(g) is not a Hamiltonian part. That is, both the parts of G are not
Hamiltonian and hence G is not a Hamiltonian soft graph.

Definition 3.5. Let G = (G∗, F,K, A) be a soft graph of G∗ represented by {H(x) : x ∈ A}. Then a
part H(x) of G is called a maximal non-Hamiltonian part if it is not Hamiltonian but the addition
of any edge connecting any two non-adjacent vertices in that part H(x) results a Hamiltonian part.

Theorem 3.1. Let G∗ = (V, E) be a graph and G = (G∗, F,K, A) be a soft graph of G∗ which is
also represented by {H(x) : x ∈ A}. If |F(x)| ≥ 3 and d(v)[H(x)] ≥ |F(x)|/2,∀v ∈ F(x) and ∀x ∈ A
then G is a Hamiltonian soft graph where |F(x)| denotes the number of vertices in the part H(x) of
G.

Proof. We assume that the result is false. That is, at least one part H(x) = (F(x),K(x)) of the
soft graph G is not a Hamiltonian part even if |F(x)| ≥ 3 and d(v)[H(x)] ≥ |F(x)|/2,∀v ∈ F(x).
Add edges to this part connecting non-adjacent vertices of H(x) until we get a maximal non-
Hamiltonian part J(x) having the same vertex set F(x) as in H(x). Here J(x) has |F(x)| vertices
and d(v)[J(x)] ≥ |F(x)|/2,∀v ∈ F(x). We use this maximal non-Hamiltonian part J(x) to prove the
result by obtaining a contradiction. J(x) cannot be complete since it is not Hamiltonian. So there
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exist two non-adjacent vertices u and v in J(x). Then J(x) + uv will be Hamiltonian since J(x) is
maximal non-Hamiltonian. Hence there exist a Hamiltonian cycle C containing the edge uv and
every vertex v of J(x). So in J(x) there is a Hamiltonian path P = v1v2 · · · vn where n = |F(x)|, v1 =
u and vn = v which is obtained by removing the edge uv from C. If v1 and vi are adjacent in
J(x), 2 ≤ i ≤ n, then vi−1 and vn are not adjacent in J(x). Otherwise v1vivi+1 · · · vnvi−1vi−2 · · · v1
is a Hamiltonian cycle in J(x) which is not possible. Hence corresponding to each vertex of
{v2, v3 · · · vn} which is adjacent to v1 = u there corresponds precisely one vertex of {v1, v2 · · · vn−1}
which is not adjacent to vn = v. Thus d(u)[J(x)] ≤ (|F(x)| − 1) − d(v)[J(x)] , so that d(u)[J(x)] +
d(v)[J(x)] ≤ (|F(x)| − 1) which is a contradiction since d(v)[J(x)] ≥ |F(x)|/2,∀v ∈ F(x). We get
this contradiction due to our wrong assumption that the result is false. �

Theorem 3.2. Let G = (G∗, F,K, A) be a soft graph of G∗ represented by {H(x) : x ∈ A}. Let u
and v be any two non-adjacent vertices of a part H(x) of G for some x ∈ A satisfying the condition
d(u)[H(x)] + d(v)[H(x)] ≥ |F(x)|, where |F(x)| denotes the number of vertices in the part H(x) of
G. Also let H(x) + uv denote the graph obtained from the part H(x) by joining u and v by an edge
uv. Then H(x) is Hamiltonian if and only if H(x) + uv is Hamiltonian.

Proof. Assume that H(x) is a Hamiltonian part. Then H(x)+uv must be Hamiltonian since H(x)+
uv is a supergraph of H(x).
Conversely assume that H(x) + uv is Hamiltonian. Then if H(x) is not a Hamiltonian, as in the
proof of theorem 3.1 we get the inequality d(u)[H(x)] + d(v)[H(x)] ≤ (|F(x)| − 1). But it is given
that d(u)[H(x)] + d(v)[H(x)] ≥ |F(x)|. Hence H(x) is Hamiltonian. �

4 Closure of a Soft Graph

Definition 4.1. Let G = (G∗, F,K, A) be a soft graph of G∗ represented by {H(x) : x ∈ A}. Let u1
and v1 be any two non-adjacent vertices of a part H(x) of G for some x ∈ A satisfying the condition
d(u1)[H(x)] + d(v1)[H(x)] ≥ |F(x)|, where |F(x)| denotes the number of vertices in the part H(x)
of G. Then join u1 and v1 by an edge to form the supergraph H1(x). Then if there are two non-
adjacent vertices u2 and v2 (if any) satisfying the condition d(u2)[H1(x)] + d(v2)[H1(x)] ≥ |F(x)|,
join u2 and v2 by an edge to form the supergraph H2(x). Continue this procedure until no such
pair remains. The final supergraph thus obtained is called part closure and is denoted by c[H(x)].

Definition 4.2. Let G = (G∗, F,K, A) be a soft graph of G∗ represented by {H(x) : x ∈ A}. Then
closure of the soft graph G denoted by c(G) is given by {c[H(x)] : x ∈ A} where c[H(x)] denotes
the part closure of H(x).

Consider a graph G∗ = (V, E) as shown in the following figure 5. Let A = { f ,m} ⊆ V be a

Fig. 5: Graph G∗ = (V, E)

parameter set and (F, A) be a soft set over V with its approximate function F : A → P(V)
defined by F(x) = {y ∈ V |xRy⇔ d(x, y) ≤ 2} for all x ∈ A.
That is, F( f ) = {c, d, e, f , g, h, i} and F(m) = {n,m, j, k, l}.
Let (K, A) be a soft set over E with its approximate function K : A → P(E) defined by
K(x) = {uv ∈ E|{u, v} ⊆ F(x)} for all x ∈ A.
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That is, K( f ) = {cd, ce, de, dg, gh, eh, d f , g f , e f , h f , gi, hi} and
K(m) = {mn, nk, n j, kl, jk, lm, km}.
Thus H( f ) = (F( f ),K( f )) and H(m) = (F(m),K(m)) are subgraphs of G∗ as shown in figure
6. Hence G = {H( f ),H(m)} is a soft graph of G∗. Then the closure c(G) = {c[H( f )], c[H(m)]}

Fig. 6: Soft Graph G = {H( f ),H(m)}

is give in figure 7 below.

Fig. 7: c(G) = {c[H( f )], c[H(m)]}

Consider the Soft Graph G = {H(c),H(m)} given in figure 2. Its closure c(G) = {c[H(c)], c[H(m)]}
is given in figure 8 below. This is also an example for a soft graph G having the property
c(G) = G.

Theorem 4.1. Let G = (G∗, F,K, A) be a soft graph of G∗ represented by {H(x) : x ∈ A}.Then G is
a Hamiltonian soft graph if and only if all of its part closures are Hamiltonian.

Proof. Assume that G = {H(x) : xA} is a Hamiltonian soft graph. Then H(x) will be a Hamiltonian
part, ∀x ∈ A. So the part closure c[H(x)] will be Hamiltonian ∀x ∈ A since c[H(x)] is a supergraph
of H(x).
Conversely suppose that all part closures c[H(x)] of G are Hamiltonian. Consider a part closure
c[H(x)] for some x ∈ A. Let H(x),H1(x),H2(x) · · · Hm(x) = c[H(x)] be the sequence of graphs
obtained by performing the closure operation on the part H(x). Since the part closure c[H(x)] =
Hm(x) is obtained from Hm−1(x) by setting Hm(x) = Hm−1(x) + uv, where u and v are two non-
adjacent vertices of Hm−1(x) satisfying the condition d(u)[Hm−1(x)] + d(v)[Hm−1(x)] ≥ |F(x)| ,
Hm−1(x) is Hamiltonian by theorem 3.2. Similarly Hm−2(x),so Hm−3(x) · · · so H1(x) and so H(x)
must be Hamiltonian. Since we selected the part H(x) arbitrarily, we can say that all parts of G are
Hamiltonian part. Hence G is a Hamiltonian soft graph. �
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Fig. 8: c(G) = {c[H(c)], c[H(m)]}

5 Conclusion

Theory of soft graphs is a fast developing research area in graph theory due to its capability to deal
with the parameterization tool. Soft graph was introduced by applying the concept of soft set in
graph. By means of parameterization, soft graph produces a series of descriptions of a complicated
relation described using a graph. In this paper, we introduced Hamiltonian soft graphs and closure
of a soft graph and established some important properties of them.
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